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[bookmark: Surveillance_Impact_Report_(“SIR”)_overv]
Surveillance Impact Report (“SIR”) overview
[bookmark: About_the_Surveillance_Ordinance]About the Surveillance Ordinance
The Seattle City Council passed Ordinance 125376, also referred to as the “Surveillance Ordinance,” on September 1, 2017. SMC 14.18.020.b.1 charges the City’s executive with developing a process to identify surveillance technologies subject to the ordinance. Seattle IT, on behalf of the executive, developed and implemented a process through which a privacy and surveillance review is completed prior to the acquisition of new technologies. This requirement, and the criteria used in the review process, are documented in Seattle IT Policy PR-02, the “Surveillance Policy”.
[bookmark: How_this_Document_is_Completed]How this Document is Completed
This document is completed by the requesting department staff, support and coordinated by the Seattle Information Technology Department (“Seattle IT”). As Seattle IT and department staff complete the document, they should keep the following in mind.
1. Responses to questions should be in the text or check boxes only; all other information (questions, descriptions, etc.) should not be edited by the department staff completing this document.
2. All content in this report will be available externally to the public. With this in mind, avoid using acronyms, slang, or other terms which may not be well-known to external audiences. Additionally, responses should be written using principally non-technical language to ensure they are accessible to audiences unfamiliar with the topic.
[bookmark: Surveillance_Ordinance_Review_Process]Surveillance Ordinance Review Process
The following is a high-level outline of the complete SIR review process.Upcoming
for Review
Initial Draft
Open
Comment Period
Final Draft
Working
Group
Council
Review







	[bookmark: _Toc530403487][bookmark: _Toc532375773]The technology is upcoming for review, but the department has not begun drafting the surveillance impact report (SIR).
	[bookmark: _Toc530403488][bookmark: _Toc532375774]Work on the initial draft of the SIR is currently underway.
	[bookmark: _Toc530403489][bookmark: _Toc532375775]The initial draft of the SIR and supporting materials have been released for public review and comment. During this time, one or more public meetings will take place to solicit feedback.
	[bookmark: _Toc530403490][bookmark: _Toc532375776]During this stage the SIR, including collection of all public comments related to the specific technology, is being compiled and finalized.
	[bookmark: _Toc530403491][bookmark: _Toc532375777]The surveillance advisory working group will review each SIR’s final draft and complete a civil liberties and privacy assessment, which will then be included with the SIR and submitted to Council.
	[bookmark: _Toc530403492][bookmark: _Toc532375778]City Council will decide on the use of the surveillance technology, by full Council vote.
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[bookmark: _bookmark1][bookmark: _bookmark0][bookmark: Privacy_Impact_Assessment]Privacy Impact Assessment
Purpose
A Privacy Impact Assessment (“PIA”) is a method for collecting and documenting detailed information collected in order to conduct an in-depth privacy review of a program or project. A PIA asks questions about the collection, use, sharing, security and access controls for data that is gathered using a technology or program. It also requests information about policies, training and documentation that govern use of the technology. The PIA responses are used to determine privacy risks associated with a project and mitigations that may reduce some or all of those risks. In the interests of transparency about data collection and management, the City of Seattle has committed to publishing all PIAs on an outward facing website for public access.
[bookmark: When_is_a_Privacy_Impact_Assessment_Requ]When is a Privacy Impact Assessment Required?
A PIA may be required in two circumstances.
1. When a project, technology, or other review has been flagged as having a high privacy risk.
2. When a technology is required to complete the surveillance impact report process. This is one deliverable that comprises the report.
1.0 [bookmark: 1.0_Abstract]Abstract
1.1 [bookmark: 1.1_Please_provide_a_brief_description_(]Please provide a brief description (one paragraph) of the purpose and proposed use of the project/technology.
Seattle Police Department (SPD) utilizes geolocation trackers to track and locate vehicle information during criminal investigations. Geolocation trackers are devices that SPD utilizes as a tool to locate and track the movements and locations of vehicles. Covert trackers are utilized only after obtaining legal authority via a court order or consent, and once the consent or terms of the order have expired all data collected is maintained only in the investigation file.
A category of GPS trackers (police pursuit management technology) are utilized to tag and track fleeing vehicles as a safer alternative to vehicle pursuits.  In accordance with RCW 10.116.060.2.d, which requires agencies to “develop a plan to end the pursuit through the use of available pursuit intervention options,” This specialized GPS tracker allows SPD to track the precise location of a vehicle for which probable cause or reasonable suspicion of involvement in a crime has been established and accomplish the task of recovery or arrest without the need for initiating or continuing a vehicle pursuit.  Seattle Police Department (SPD) utilizes geolocation trackers to track and locate vehicle information during criminal investigations. Geolocation trackers are devices that SPD utilizes as a tool to locate and track the movements and locations of vehicles. Trackers are utilized only after obtaining legal authority via a court order or consent, and once the consent or terms of the order have expired all data collected is maintained only in the investigation file.

1.2 [bookmark: 1.2_Explain_the_reason_the_project/techn]Explain the reason the project/technology is being created or updated and why the PIA is required.
Tracker technology directly tracks and collects location information of vehicles and indirectly tracks and collects the same information about individuals. Despite the requirement that covert trackers be utilized only pursuant to a search warrant or with consent, this could raise potential privacy concerns, such as general surveillance or tracking of the general public.
 GPS pursuit mitigation trackers also directly track and collect location information of vehicles and, indirectly, their occupants.  While this technology is limited by policy to vehicles for which there is reasonable suspicion or probable cause, they could raise potential privacy concerns, such as general surveillance or tracking of the general public.Tracker technology directly tracks and collects location information of vehicles, and indirectly tracks and collects the same information about individuals. Despite the requirement that trackers be utilized only pursuant to a search warrant or with consent, this could raise potential privacy concerns, such as general surveillance or tracking of the general public.

[bookmark: 2.0_Project_/_Technology_Overview]2.0 Project / Technology Overview
Provide an overview of the project or technology. The overview gives the context and background necessary to understand the purpose, mission and justification for the project / technology proposed
2.1 [bookmark: 2.1_Describe_the_benefits_of_the_project]Describe the benefits of the project/technology.
Trackers allow SPD to remotely track vehicles electronically and to locate vehicles and individuals that are sought in connection with an active criminal investigation. They are utilized in these cases with the consent of a witness, a confidential informant, or within the scope of a judicially issued search warrant.  They may also be used as a police pursuit management tool, where they can provide a critical alternative to high-speed pursuits that can endanger the safety of both residents and police personnel.   Without this technology, SPD would be unable to collect important evidence in some criminal investigations and subject community members to the dangers of high speed pursuit situations.Trackers allow SPD to remotely track vehicles electronically. They also allow SPD to locate vehicles and individuals that are sought in connection with an active investigation. They are only utilized with consent of a witness, a confidential informant, or within the scope of a judicially-issued search warrant. Without this technology, SPD would be unable to collect important evidence in some criminal investigations.

[bookmark: 2.2_Provide_any_data_or_research_demonst]

2.2 Provide any data or research demonstrating anticipated benefits.
The primary benefit of the covert tracking systems is in the gathering of evidence used in the resolution of criminal investigations. Proper gathering of location evidence of criminal activity by the police supports SPD’s mission to prevent crime, enforce the law, and support quality public safety. “The value of employing electronic surveillance in the investigation of some forms of serious crime, in particular organized crime, is unquestionable. It allows the gathering of information unattainable through other means.” 
In the case of the United States vs. Katzin, the U.S. Court of Appeals ruled law enforcement officials are allowed to use location tracking devices to trace a suspect’s vehicle and monitor their activity once a warrant is properly obtained—which prevents law enforcement from trampling on a person’s Fourth Amendment rights that protect them from “unreasonable searches and seizures.”2
GPS pursuit mitigation tracking devices also offer an alternative to the need for vehicular pursuit of suspect vehicles. This only occurs when an officer has the equivalent of probable cause or reasonable suspicion of wrongdoing (including fleeing temporary detention like a traffic stop) and the apprehension of the fleeing suspect is needed but the danger of a pursuit is not reasonable. The device is then removed, and the location tracking ends at the point at which police detain the suspect vehicle. The vehicle-mounted GPS launcher has the ability to tag, track, and locate without compromising officer and community safety.    The Police Executive Research Forum (PERF) recently conducted a study that showed that, “when properly deployed, (it) had a positive impact on the pursuit outcome for apprehensions.”3The primary benefit of these tracking systems is in the gathering of evidence used in the resolution of criminal investigations. Proper gathering of location evidence of criminal activity by the police supports SPD’s mission to prevent crime, enforce the law, and support quality public safety. “The value of employing electronic surveillance in the investigation of some forms of serious crime, in particular organized crime, is unquestionable. It allows the gathering of information unattainable through other means.”1
In the case of the United States vs. Katzin, the U.S. Court of Appeals ruled law enforcement officials are allowed to use location tracking devices to trace a suspect’s vehicle and monitor their activity once a warrant is properly obtained—which prevents law enforcement from trampling on a person’s Fourth Amendment rights that protect them from “unreasonable searches and seizures.”2




 https://www.unodc.org/documents/organized-crime/Law-Enforcement/Electronic_surveillance.pdf
2 https://info.rastrac.com/blog/police-gps-tracking

3 https://www.ojp.gov/pdffiles1/nij/grants/250549.pdf








2.3 [bookmark: 2.3_Describe_the_technology_involved.]Describe the technology involved.

Covert tracking technology consists of interconnected hardware and software. The hardware, a real-time tracking and data logger, is a compact unit that adheres to or rides along with a targeted vehicle. These trackers are location tracking devices that report latitude and longitude coordinates on a pre-determined schedule that can be adjusted by users remotely. The hardware also logs high temperature alerts, low battery alerts, device removal, power/shut down alerts and battery level. The software consists of an online portal that collects the information captured by the hardware, and allows for graphic representation of that information, including mapping of locations and movement, alerts for established events (i.e., a vehicle has moved beyond an established boundary, etc.), and scheduling of “check-ins” (the reporting interval records the locations set in seconds, minutes or hours). 

The data captured by a device is downloaded out of the online portal after the conclusion of a tracking schedule (due to the expiration of a search warrant or an investigation) and is provided to the Officer/Detective leading the investigation. The data is then purged from the software and the hardware is reset for future deployment, meaning no data captured is stored in any location other than the investigation file. This is in keeping with Washington State Retention Schedule for Records Documented as Part of More Formalized Records (GS2016-009). It requires that such records be retained “until verification of successful conversion/keying/transcription then destroy.” 

In the beginning of 2020, cellular providers in the USA announced that the existing 3G cell networks would be decommissioned in 2022 as the newer 5G networks were phased in. Many of the existing SPD tracking devices were tied to the older 3G network and have been or will need to be replaced with similar-functioning updated 5G versions of the same location tracking technology.
In the case of GPS pursuit mitigation trackers, the GPS launcher deploys a GPS tracking tag onto a suspect vehicle.  Once the GPS tag is attached to the vehicle, it communicates positional data to a mapping platform in real time.  Law enforcement can then plan and coordinate an informed tactical response to make a safe arrest while maintaining community and officer safety.  It is important to note that the GPS tag has a limited battery life ( approximately 8 hours), preventing the possibility of long-term surveillance.  Tracking technology consists of interconnected hardware and software. The hardware, a real-time tracking and data logger, is a compact unit that adheres to or rides along with a targeted vehicle. These trackers are location tracking devices that report latitude and longitude coordinates on a pre-determined schedule that can be adjusted by users remotely. The hardware also logs high temperature alerts, low battery alerts, device removal, power/shut down alerts and battery level. The software consists of an online portal that collects the information captured by the hardware, and allows for graphic representation of
that information, including mapping of locations and movement, alerts for established events (i.e., a vehicle has moved beyond an established boundary, etc.), and scheduling of “check- ins” (the reporting interval records the locations set in seconds, minutes or hours).
The data captured by a device is downloaded out of the online portal after the conclusion of a tracking schedule (due to the expiration of a search warrant or an investigation) and is provided to the Officer/Detective leading the investigation. The data is then purged from the software and the hardware is reset for future deployment, meaning no data captured is stored in any location other than the investigation file. This is in keeping with Washington State Retention Schedule for Records Documented as Part of More Formalized Records (GS2016-009). It requires that such records be retained “until verification of successful conversion/keying/transcription then destroy.”
In the beginning of 2020, cellular providers in the USA announced that the existing 3G cell networks would be decommissioned in 2022 as the newer 5G networks were phased in. Many of the existing SPD tracking devices were tied to the older 3G network and have been or will need to be replaced with similar-functioning updated 5G versions of the same location tracking technology.
2.4 [bookmark: 2.4_Describe_how_the_project_or_use_of_t]Describe how the project or use of technology relates to the department’s mission.
Utilizing location tracking devices to locate vehicles in pursuit of an investigation helps SPD to mitigate serious and/or violent criminal activity and reduce crime.
GPS pursuit mitigation trackers allow SPD to effect the arrest of fleeing suspects in vehicles without the need for vehicle pursuits that can place the public, the suspect, and officers, in danger.  Utilizing location tracking devices to locate vehicles in pursuit of an investigation helps SPD to mitigate serious and/or violent criminal activity and reduce crime.

2.5 [bookmark: 2.5_Who_will_be_involved_with_the_deploy]Who will be involved with the deployment and use of the project / technology?
Maintenance and utilization of covert vehicle trackers is managed by the Technical and Electronic Support Unit (TESU). 

For deployment of location covert trackers for investigations by TESU, the requesting Officer/Detective completes requests for deployment (including a Request Form that must be completed, which includes the active search warrant number). A TESU supervisor then approves the request before a tracking device is assigned and deployed to an investigating Officer/Detective. All requests are filed with TESU and maintained within the unit, available for audit.
The hardware and software for GPS pursuit mitigation tracking systems are managed by the RTCC and deployed on police vehicles and via handheld launchers.  Individual deployment of the GPS tracking units is determined by the police officer involved in determining probable cause or reasonable suspicion for the stop of a vehicle.  Maintenance and utilization of vehicle trackers is managed by the Technical and Electronic Support Unit (TESU).
For deployment of location trackers for investigations by TESU, the requesting Officer/Detective completes requests for deployment (including a Request Form that must be completed, which includes the active search warrant number). A TESU supervisor then approves the request before a tracking device is assigned and deployed to an investigating Officer/Detective. All requests are filed with TESU and maintained within the unit, available for audit.

3.0 [bookmark: 3.0_Use_Governance]Use Governance
Provide an outline of any rules that will govern the use of the project / technology. Please note: non-City entities contracting with the City are bound by restrictions specified in the surveillance ordinance and privacy principles and must provide written procedures for how the entity will comply with any restrictions identified.
3.1 [bookmark: 3.1_Describe_the_processes_that_are_requ]Describe the processes that are required prior to each use, or access to the technology, such as a notification, or check-in, check-out of equipment.
Each application of covert tracking technology is screened by the TESU supervisor and held to a legal standard of consent or court issued search warrant. The process is as follows: one member of the Unit is tasked with receiving requests for deployment (including a Request Form that must be completed by the requesting Officer/Detective, which includes the active search warrant number). A TESU supervisor then approves the request before a tracking device is assigned and deployed to an investigating Officer/Detective. All requests are filed with TESU and maintained within the unit, available for audit.
Prior to deployment of GPS pursuit mitigation trackers, officers must establish reasonable suspicion or probable cause for the stop of a vehicle.  At that point, officers will have the discretion to deploy the GPS pursuit mitigation trackers if it appears the vehicle may flee.  Additionally, if an officer engages in a pursuit with a vehicle, they can deploy a tracker and terminate the pursuit, relying on the tracker to follow the vehicle.  Each application of tracking technology is screened by the TESU supervisor and held to a legal standard of consent or court issued search warrant. The process is as follows: one member of the Unit is tasked with receiving requests for deployment (including a Request Form that must be completed by the requesting Officer/Detective, which includes the active search warrant number). A TESU supervisor then approves the request before a tracking device is assigned and deployed to an investigating Officer/Detective. All requests are filed with TESU and maintained within the unit, available for audit.

3.2 [bookmark: 3.2_List_the_legal_standards_or_conditio]List the legal standards or conditions, if any, that must be met before the project / technology is used.
Covert tracking devices are only utilized with express consent or search warrant authority. SPD must comply with all legal requirements for securing consent or a search warrant (see US v. Jones and State v. Jackson).
GPS pursuit mitigation trackers are only deployed when an officer has established reasonable suspicion or probable cause for the stop of a vehicle, the same standard as established by RCW 10.116.060.Tracking devices are only utilized with express consent or search warrant authority. SPD must comply with all legal requirements for securing consent or a search warrant (see US v. Jones and State v. Jackson).

[bookmark: 3.3_Describe_the_policies_and_training_r]

3.3 Describe the policies and training required of all personnel operating the project / technology, and who has access to ensure compliance with use and management policies.
Unit supervisors are responsible for screening all deployments as well as ensuring that staff receive adequate training specific to the involved technologies. 

TESU personnel are trained by the vendor in the use of the hardware and software. When an Officer/Detective requests and deploys a tracking device from TESU, TESU personnel train the Officer/Detective in the tracker’s use. 

If the geolocation tracking device is being utilized pursuant to a search warrant, the warrant dictates the scope and parameters of the information collected. 

SPD Policy 6.060 requires that “information will be gathered and recorded in a manner that does not unreasonably infringe upon: individual rights, liberties, and freedoms guaranteed by the Constitution of the United States and the State of Washington, including freedom of speech, press, association, and assembly; liberty of conscience; the exercise of religion; the right to petition government for redress of grievances; and the right to privacy.”
Officers are required to be trained in the policies and use of GPS pursuit mitigation trackers prior to deploying the equipment.  Officers are trained by the Education and Training Section using training developed by SPD in collaboration with the technology vendors.  Use of GPS pursuit mitigation trackers is monitored using the vendor software, as well as integrations to the Real Time Crime Center, and documented in police reports stored and maintained in the SPD RMS.  Use of GPS pursuit mitigation trackers are reported via radio as soon as feasible and use acknowledged by an SPD supervisor.  Unit supervisors are responsible for screening all deployments as well as ensuring that staff receive adequate training specific to the involved technologies.
TESU personnel are trained by the vendor in the use of the hardware and software. When an Officer/Detective requests and deploys a tracking device from TESU, TESU personnel train the Officer/Detective in the tracker’s use.
If the geolocation tracking device is being utilized pursuant to a search warrant, the warrant dictates the scope and parameters of the information collected.
SPD Policy 6.060 requires that “information will be gathered and recorded in a manner that does not unreasonably infringe upon: individual rights, liberties, and freedoms guaranteed by the Constitution of the United States and the State of Washington, including freedom of speech, press, association, and assembly; liberty of conscience; the exercise of religion; the right to petition government for redress of grievances; and the right to privacy.”


4.0 [bookmark: 4.0_Data_Collection_and_Use]Data Collection and Use
4.1 [bookmark: 4.1_Provide_details_about_what_informati]Provide details about what information is being collected from sources other than an individual, including other IT systems, systems of record, commercial data aggregators, publicly available data and/or other City departments.
Officers/Detectives obtain search warrants or consent to deploy vehicle tracking devices. The information is gathered consistent with SPD Policy 6.060, such that it does not reasonably infringe upon “individual rights, liberties, and freedoms guaranteed by the Constitution of the United States and the State of Washington, including freedom of speech, press, association, and assembly; liberty of conscience the exercise of religion; the right to petition government for redress of grievances; and the right to privacy.” 

Vehicle tracking data is temporarily stored by third-party vendors (as described in 2.3 above), until the schedule for collection of data has expired (per the search warrant or consent authorities), at which time all data collected is downloaded and attached to the investigation file. This is in keeping with the Washington State Local Government Common Records Retention Schedule Disposition Authority Number GS2016-009 Rev. 0, governing retention of records documented as part of more formalized records, and requiring that SPD “retain until verification of successful conversion/keying/transcription, then destroy.”
The only data collected by the GPS pursuit mitigation tracker is date, time, location (to include latitude/longitude), remaining battery life, the speed of the tag when moving, all of which is retrieved from the tracker itself.  No other data is pulled in by GPS pursuit mitigation trackers.Officers/Detectives obtain search warrants or consent to deploy vehicle tracking devices. The information is gathered consistent with SPD Policy 6.060, such that it does not reasonably infringe upon “individual rights, liberties, and freedoms guaranteed by the Constitution of the United States and the State of Washington, including freedom of speech, press, association, and assembly; liberty of conscience the exercise of religion; the right to petition government for redress of grievances; and the right to privacy.”
Vehicle tracking data is temporarily stored by third-party vendors (as described in 2.3 above), until the schedule for collection of data has expired (per the search warrant or consent authorities), at which time all data collected is downloaded and attached to the investigation file. This is in keeping with the Washington State Local Government Common Records Retention Schedule Disposition Authority Number GS2016-009 Rev. 0, governing retention of records documented as part of more formalized records, and requiring that SPD “retain until verification of successful conversion/keying/transcription, then destroy.”




4.2 What measures are in place to minimize inadvertent or improper collection of data?
Equipment deployment is constrained to the conditions stipulated by the consent or court order providing the legal authority. All deployments of tracking technology are documented and subject to audit by the Office of Inspector General and Federal Monitor at any time. 
Data collected is provided to the case Detective for the investigation and no data is retained by the Technical and Electronic Support Unit.
The GPS pursuit mitigation tracker is applied to the vehicle in question by aiming with the launcher.  No other information about the vehicle is collected.  If a vehicle is inadvertently tagged, the tracker will be retrieved as quickly as possible and deactivated by the officer.  Such deployments will be documented.  Equipment deployment is constrained to the conditions stipulated by the consent or court order providing the legal authority. All deployments of tracking technology are documented and subject to audit by the Office of Inspector General and Federal Monitor at any time.
Data collected is provided to the case Detective for the investigation and no data is retained by the Technical and Electronic Support Unit.

4.3 [bookmark: 4.3_How_and_when_will_the_project_/_tech]How and when will the project / technology be deployed or used? By whom? Who will determine when the project / technology is deployed and used?
Officers/Detectives will provide written consent and/or a court approved warrant for covert vehicle tracking technology deployments, via the Request Form process. The Technical and Electronic Support Unit Supervisor will screen all tracking technology deployments to ensure that the appropriate authorities are in place before approving deployment of tracking technology.
Officers who have established probable cause or reasonable suspicion to stop a vehicle are able to deploy GPS pursuit mitigation trackers.  Use of GPS pursuit mitigation trackers are reported via radio as soon as feasible and use acknowledged by an SPD supervisor.  Officers/Detectives will provide written consent and/or a court approved warrant for all vehicle tracking technology deployments, via the Request Form process. The Technical and Electronic Support Unit Supervisor will screen all tracking technology deployments to ensure that the appropriate authorities are in place before approving deployment of tracking technology.

[bookmark: 4.4_How_often_will_the_technology_be_in_]

4.4 How often will the technology be in operation?
Trackers are used, as appropriate, when supported by a search warrant or consent (of a witness or a confidential informant), in conjunction with an active investigation, or when use of GPS pursuit mitigation trackers is needed to prevent the need for the pursuit of a vehicle for which there is probable cause or reasonable suspicion to stop. The length of time that any one covert tracker might be utilized in an investigation is established, and constrained, by parameters established within the requisite search warrant.  The battery of a GPS pursuit mitigation tracker is about eight (8) hours.  Trackers are used, as appropriate, when supported by a search warrant or consent (of a witness or a confidential informant), in conjunction with an active investigation. The length of time that any one tracker might be utilized in an investigation is established, and constrained, by parameters established within the requisite search warrant.

[bookmark: 4.5_What_is_the_permanence_of_the_instal]
4.5 What is the permanence of the installation? Is it installed permanently, or temporarily? 
Temporary.

4.6 [bookmark: 4.6_Is_a_physical_object_collecting_data]Is a physical object collecting data or images visible to the public? What are the markings to indicate that it is in use? What signage is used to determine department ownership and contact information?
Physical objects involved in covert tracking deployments are unmarked as their purpose is in support of covert investigations.
GPS pursuit mitigation trackers are visible, as they are normally launched to attach to the rear of a vehicle, in plain view of the public.  It is marked with a 10-digit serial number and barcode.Physical objects involved in tracking deployments are unmarked as their purpose is in support of covert investigations.

[bookmark: 4.7_How_will_data_that_is_collected_be_a]

4.7 How will data that is collected be accessed and by whom?
Only authorized SPD users can access the vehicle tracking devices or the data while it resides in the system. Access to the vehicle tracking systems/technology is specific to system and password-protected. 

Data removed from the vehicle tracking system/technology and entered into investigative files is securely input and used on SPD’s password-protected network with access limited to detectives and identified supervisory personnel. 

All SPD employees are backgrounded and access is controlled by SPD Manual Title 12 provisions governing Department Information Systems including SPD Policy 12.040 - Department-Owned Computers, Devices & Software, SPD Policy 12.050 - Criminal Justice Information Systems, SPD Policy 12.080 – Department Records Access, Inspection & Dissemination, SPD Policy 12.110 – Use of Department E-mail & Internet Systems, and SPD Policy 12.111 – Use of Cloud Storage Services.

Data collected by the deployment of a GPS pursuit mitigation tracker is used by SPD personnel to track and locate vehicles for which there is probable cause or reasonable suspicions.  These personnel may be patrol, investigations, or RTCC staff capable of broadcasting tracking information to responding units.  OIG personnel will also have access for audit purposes.  
Information regarding the track is included in police reports stored in the SPD RMS.  Only authorized SPD users can access the vehicle tracking devices or the data while it resides in the system. Access to the vehicle tracking systems/technology is specific to system and password-protected.
Data removed from the vehicle tracking system/technology and entered into investigative files is securely input and used on SPD’s password-protected network with access limited to detectives and identified supervisory personnel.
All SPD employees are backgrounded and access is controlled by SPD Manual Title 12 provisions governing Department Information Systems including SPD Policy 12.040 - Department-Owned Computers, Devices & Software, SPD Policy 12.050 - Criminal Justice Information Systems, SPD Policy 12.080 – Department Records Access, Inspection & Dissemination, SPD Policy 12.110 – Use of Department E-mail & Internet Systems, and SPD Policy 12.111 – Use of Cloud Storage Services.

4.8 [bookmark: 4.8_If_operated_or_used_by_another_entit]If operated or used by another entity on behalf of the City, provide details about access, and applicable protocols.
No entity, other than SPD personnel, utilize vehicle tracking technology.  OIG personnel will have access for oversight requirements.  No entity, other than SPD personnel, utilize vehicle tracking technology.

[bookmark: 4.9_What_are_acceptable_reasons_for_acce]

4.9 What are acceptable reasons for access to the equipment and/or data collected?
To deploy and utilize vehicle trackers, Officers/Detectives must submit a request form that requires proof of consent or search warrant, and active investigation, as evidenced by a GO number. After the scheduled parameters for collection of data expire, data is downloaded from the supporting software, and included in the investigation file. At that point, only SPD personnel involved in the investigation have access to this information.
When an officer has established probable cause or reasonable suspicion for a vehicle, the threshold for deployment and use of GPS pursuit mitigation trackers will have been met.  To deploy and utilize vehicle trackers, Officers/Detectives must submit a request form that requires proof of consent or search warrant, and active investigation, as evidenced by a GO number. After the scheduled parameters for collection of data expire, data is downloaded from the supporting software, and included in the investigation file. At that point, only SPD personnel involved in the investigation have access to this information.

[bookmark: 4.10_What_safeguards_are_in_place,_for_p]
4.10 What safeguards are in place, for protecting data from unauthorized access (encryption, access control mechanisms, etc.) And to provide an audit trail (viewer logging, modification logging, etc.)?

Only Technical and Electronic Support Unit personnel have access to vehicle tracking equipment and services. Deployment of vehicle trackers follows a specific process (see 2.5 above) that requires consent or search warrant documentation. Access to data is documented with TESU and is made available to any auditing authority.
Only personnel with approved accounts in the GPS pursuit mitigation tracking system will have access to the data.  The GPS pursuit mitigation tracking system and associated accounts will be managed by the RTCC system administrator.Only Technical and Electronic Support Unit personnel have access to vehicle tracking equipment and services. Deployment of vehicle trackers follows a specific process (see 2.5 above) that requires consent or search warrant documentation. Access to data is documented with TESU and is made available to any auditing authority.

[bookmark: 5.0_Data_Storage,_Retention_and_Deletion]

5.0 Data Storage, Retention and Deletion
5.1 [bookmark: 5.1_How_will_data_be_securely_stored?]How will data be securely stored?
Data is securely stored by the vehicle tracking technology vendor and will be transferred to the case investigator only via Seattle Police Department owned and authorized technology. At that time, vehicle tracking data collected by the tracking device is downloaded from the vendor software and resides only with the investigation file.
GPS pursuit mitigation tracking data is stored on the AWS gov-cloud certified infrastructure and encrypted against unauthorized access.   Vendors are required to be SOC2/Type II certified to meet CIty cybersecurity requirements.Data is securely stored by the vehicle tracking technology vendor and will be transferred to the case investigator only via Seattle Police Department owned and authorized technology. At that time, vehicle tracking data collected by the tracking device is downloaded from the vendor software and resides only with the investigation file.

5.2 [bookmark: 5.2_How_will_the_owner_allow_for_departm]How will the owner allow for departmental and other entities, to audit for compliance with legal deletion requirements?
TESU keeps logs of vehicle tracking device requests, deployments, and access to the equipment. The Office of Inspector General and the federal monitor can access all data and audit for compliance at any time.
GPS pursuit mitigation tracking data retention standards are set by Seattle PD.  Upon written authorization, technology vendors will delete data and verify such.  TESU keeps logs of vehicle tracking device requests, deployments, and access to the equipment. The Office of Inspector General and the federal monitor can access all data and audit for compliance at any time.

5.3 [bookmark: 5.3_What_measures_will_be_used_to_destro]What measures will be used to destroy improperly collected data?
SPD Policy 7.010 governs the submission of evidence and requires that all collected evidence be documented in a General Offense (GO) Report. 

All information must be gathered and recorded in a manner that is consistent with SPD Policy 6.060, such that it does not reasonably infringe upon “individual rights, liberties, and freedoms secured by the Constitution of the United States and of the State of Washington, including, among others, the freedom of speech, press, association and assembly; liberty of conscience; the exercise of religion; and the right to petition government for redress of grievances; or violate an individual’s right to privacy”. 
All SPD employees must adhere to laws, City policy, and Department Policy (SPD Policy 5.001), and any employees suspected of being in violation of laws or policy or other misconduct are subject to discipline, as outlined in SPD Policy 5.002.SPD Policy 7.010 governs the submission of evidence and requires that all collected evidence be documented in a General Offense (GO) Report.
All information must be gathered and recorded in a manner that is consistent with SPD Policy 6.060, such that it does not reasonably infringe upon “individual rights, liberties, and freedoms secured by the Constitution of the United States and of the State of Washington, including, among others, the freedom of speech, press, association and assembly; liberty of conscience; the exercise of religion; and the right to petition government for redress of grievances; or violate an individual’s right to privacy”.
All SPD employees must adhere to laws, City policy, and Department Policy (SPD Policy 5.001), and any employees suspected of being in violation of laws or policy or other misconduct are subject to discipline, as outlined in SPD Policy 5.002.

[bookmark: 5.4_Which_specific_departmental_unit_or_]

5.4 Which specific departmental unit or individual is responsible for ensuring compliance with data retention requirements?
Unit supervisors are responsible for ensuring compliance with data retention requirements within SPD. 
SPD’s Intelligence and Analysis Section reviews the audit logs and ensures compliance with all regulations and requirements. 
Audit, Policy & Research Section personnel can also conduct audits of all data collection software and systems. Additionally, any appropriate auditor, including the Office of Inspector General and the federal monitor can audit for compliance at any time.
RTCC System Administrators will manage the GPS pursuit mitigation tracking system to ensure that the retention requirements meet those of SPD.Unit supervisors are responsible for ensuring compliance with data retention requirements within SPD.
SPD’s Intelligence and Analysis Section reviews the audit logs and ensures compliance with all regulations and requirements.
Audit, Policy & Research Section personnel can also conduct audits of all data collection software and systems. Additionally, any appropriate auditor, including the Office of Inspector General and the federal monitor can audit for compliance at any time.


6.0 [bookmark: 6.0_Data_Sharing_and_Accuracy]Data Sharing and Accuracy
6.1 [bookmark: 6.1_Which_entity_or_entities_inside_and_]Which entity or entities inside and external to the City will be data sharing partners?
No person, outside of SPD, has direct access to the covert tracking units or the data. 
Data obtained from the system may be shared outside SPD with the other agencies, entities, or individuals within legal guidelines or as required by law. 
Data may be shared with outside entities in connection with criminal prosecutions: 
• Seattle City Attorney’s Office 
• King County Prosecuting Attorney’s Office 
• King County Department of Public Defense 
• Private Defense Attorneys 
• Seattle Municipal Court 
• King County Superior Court 
• Similar entities where prosecution is in Federal or other State jurisdictions 
Data may be made available to requesters pursuant to the Washington Public Records Act, Chapter 42.56 RCW (“PRA”). SPD will apply applicable exemptions to the data before disclosing to a requester. Individuals have the right to inspect criminal history record information maintained by the department (RCW 10.97.030, SPD Policy 12.050). Individuals can access their own information by submitting a public disclosure request. 
Per SPD Policy 12.080, the Crime Records Unit is responsible for receiving, recording, and responding to requests “for General Offense Reports from other City departments and from other law enforcement agencies, as well as from insurance companies.” 
Discrete pieces of data collected by these tracking devices may be shared with other law enforcement agencies in wanted bulletins, and in connection with law enforcement investigations jointly conducted with those agencies, or in response to requests from law enforcement agencies investigating criminal activity as governed by SPD Policy 12.050 and 12.110. All requests for data from Federal Immigration and Customs Enforcement (ICE) authorities are referred to the Mayor’s Office Legal Counsel in accordance with the Mayoral Directive, dated February 6, 2018. 
SPD shares data with authorized researchers pursuant to properly execute research and confidentiality agreements as provide by SPD Policy 12.055. This sharing may include discrete pieces of data related to specific investigative files collected by the devices.

GPS pursuit mitigation tracking data will be shared with neighboring law enforcement agencies as needed for operational purposes.  As tracked vehicles leave the City limits, it will become necessary for partner law enforcement agencies to have the tracking information to assist with tracking and apprehension.  Conversely, other agencies using GPS pursuit mitigation tracking systems may need to share their tracking information with SPD as their tracked vehicles enter the City limits. 

As the GPS pursuit mitigation tracking data is included in SPD police reports, the above listed agencies will also have access via investigative files.No person, outside of SPD, has direct access to the tracking units or the data.
Data obtained from the system may be shared outside SPD with the other agencies, entities, or individuals within legal guidelines or as required by law.
Data may be shared with outside entities in connection with criminal prosecutions:
· [bookmark: _Seattle_City_Attorney’s_Office]Seattle City Attorney’s Office
· [bookmark: _King_County_Prosecuting_Attorney’s_Off][bookmark: _King_County_Department_of_Public_Defen]King County Prosecuting Attorney’s Office
· King County Department of Public Defense
· [bookmark: _Private_Defense_Attorneys]Private Defense Attorneys
· [bookmark: _Seattle_Municipal_Court][bookmark: _King_County_Superior_Court]Seattle Municipal Court
· [bookmark: _Similar_entities_where_prosecution_is_]King County Superior Court
· Similar entities where prosecution is in Federal or other State jurisdictions

Data may be made available to requesters pursuant to the Washington Public Records Act, Chapter 42.56 RCW (“PRA”). SPD will apply applicable exemptions to the data before disclosing to a requester. Individuals have the right to inspect criminal history record information maintained by the department (RCW 10.97.030, SPD Policy 12.050). Individuals can access their own information by submitting a public disclosure request.
Per SPD Policy 12.080, the Crime Records Unit is responsible for receiving, recording, and responding to requests “for General Offense Reports from other City departments and from other law enforcement agencies, as well as from insurance companies.”
Discrete pieces of data collected by these tracking devices may be shared with other law enforcement agencies in wanted bulletins, and in connection with law enforcement investigations jointly conducted with those agencies, or in response to requests from law enforcement agencies investigating criminal activity as governed by SPD Policy 12.050 and
12.110. All requests for data from Federal Immigration and Customs Enforcement (ICE) authorities are referred to the Mayor’s Office Legal Counsel in accordance with the Mayoral Directive, dated February 6, 2018.

SPD shares data with authorized researchers pursuant to properly execute research and confidentiality agreements as provide by SPD Policy 12.055. This sharing may include discrete pieces of data related to specific investigative files collected by the devices.
6.2 [bookmark: 6.2_Why_is_data_sharing_necessary?]Why is data sharing necessary?
Data sharing is necessary for SPD to fulfill its mission of contributing to crime reduction by assisting in collecting evidence related to serious and/or violent criminal activity as part of investigation, and to comply with legal requirements.
For GPS pursuit mitigation tracking, data sharing is critical, as fleeing suspects often cross jurisdictional boundaries, necessitating interagency cooperation.  Data sharing is necessary for SPD to fulfill its mission of contributing to crime reduction by assisting in collecting evidence related to serious and/or violent criminal activity as part of investigation, and to comply with legal requirements.


6.3 [bookmark: 6.3_Are_there_any_restrictions_on_non-Ci]Are there any restrictions on non-City data use?
Yes ☒ No ☐

6.3.1 If you answered yes, provide a copy of the department’s procedures and policies or ensuring compliance with these restrictions.
Law enforcement agencies receiving criminal history information are subject to the requirements of 28 CFR Part 20. In addition, Washington State law enforcement agencies are subject to the provisions of WAC 446-20-260, and RCW Chapter 10.97. 
Once disclosed in response to PRA request, there are no restrictions on non-City data use; however, applicable exemptions will be applied prior to disclosure to any requestor who is not authorized to receive exempt content.Law enforcement agencies receiving criminal history information are subject to the requirements of 28 CFR Part 20. In addition, Washington State law enforcement agencies are subject to the provisions of WAC 446-20-260, and RCW Chapter 10.97.
Once disclosed in response to PRA request, there are no restrictions on non-City data use; however, applicable exemptions will be applied prior to disclosure to any requestor who is not authorized to receive exempt content.


6.4 [bookmark: 6.4_How_does_the_project/technology_revi]How does the project/technology review and approve information sharing agreements, memorandums of understanding, new uses of the information, new access to the system by organizations within City of Seattle and outside agencies?
Research agreements must meet the standards reflected in SPD Policy 12.055. Law enforcement agencies receiving criminal history information are subject to the requirements of 28 CFR Part 20. In addition, Washington State law enforcement agencies are subject to the provisions of WAC 446-20-260, and RCW Chapter 10.97. 
Following Council approval of the SIR, SPD must seek Council approval for any material change to the purpose or manner in which Tracking Devices may be used.Research agreements must meet the standards reflected in SPD Policy 12.055. Law enforcement agencies receiving criminal history information are subject to the requirements of 28 CFR Part 20. In addition, Washington State law enforcement agencies are subject to the provisions of WAC 446-20-260, and RCW Chapter 10.97.
Following Council approval of the SIR, SPD must seek Council approval for any material change to the purpose or manner in which Tracking Devices may be used.

6.5 [bookmark: 6.5_Explain_how_the_project/technology_c]Explain how the project/technology checks the accuracy of the information collected. If accuracy is not checked, please explain why.
Tracking devices capture location information as it moves in relation to GPS satellites as it moves locations. They may also rely on cellular technology to track its location. The devices do not check for accuracy, as they are simply capturing a live information and sending position information. They are not interpreting or otherwise, analyzing any data they collect.
For GPS pursuit mitigation tracking, officers arriving at the site of a tracked vehicle will validate the vehicle they observe matches the description of the vehicle for which there is probable cause or reasonable suspicion (including license plate where possible), prior to taking any additional enforcement action.Tracking devices capture location information as it moves in relation to GPS satellites as it moves locations. They may also rely on cellular technology to track its location. The devices do not check for accuracy, as they are simply capturing a live information and sending position information. They are not interpreting or otherwise, analyzing any data they collect.

[bookmark: 6.6_Describe_any_procedures_that_allow_i]

6.6 Describe any procedures that allow individuals to access their information and correct inaccurate or erroneous information.

Individuals may request records pursuant to the PRA, and individuals have the right to inspect criminal history record information maintained by the department (RCW 10.97.030, SPD Policy 12.050). Individuals can access their own information by submitting a public disclosure request.
Individuals may request records pursuant to the PRA, and individuals have the right to inspect criminal history record information maintained by the department (RCW 10.97.030, SPD Policy 12.050). Individuals can access their own information by submitting a public disclosure request.

[bookmark: 7.0_Legal_Obligations,_Risks_and_Complia]

7.0 Legal Obligations, Risks and Compliance
7.1 [bookmark: 7.1_What_specific_legal_authorities_and/]What specific legal authorities and/or agreements permit and define the collection of information by the project/technology?

Covert tracking devices are only utilized with express consent or search warrant authority. SPD must comply with all legal requirements for securing consent or a search warrant; see, US v. Jones and State v. Jackson).  GPS pursuit mitigation trackers are only utilized when there is probable cause or reasonable suspicion that a vehicle has been involved in a crime, consistent with the RCW governing vehicle pursuits by law enforcement.
Tracking devices are only utilized with express consent or search warrant authority. SPD must comply with all legal requirements for securing consent or a search warrant; see, US v. Jones and State v. Jackson).

7.2 [bookmark: 7.2_Describe_what_privacy_training_is_pr]Describe what privacy training is provided to users either generally or specifically relevant to the project/technology.

SPD Policy 12.050 mandates that all employees receive Security Awareness Training (Level 2), and all employees also receive City Privacy Training.
SPD Policy 12.050 mandates that all employees receive Security Awareness Training (Level 2), and all employees also receive City Privacy Training.

[bookmark: 7.3_Given_the_specific_data_elements_col]

7.3 Given the specific data elements collected, describe the privacy risks identified and for each risk, explain how it was mitigated. Specific risks may be inherent in the sources or methods of collection, or the quality or quantity of information included.

Privacy risks revolve around improper collection of location information of members of the general public. As it relates to covert tracking, SPD mitigates this risk by deploying them consistent to the stipulations outlined in the Washington Privacy Act, Chapt. 9.73 RCW, and only by consent and/or with authorization of a court-ordered warrant. For GPS pursuit mitigation trackers, deployment is limited to vehicles for which probable cause or reasonable suspicion has been established.  Additionally, the limited battery life of GPS pursuit mitigation trackers reduces the likelihood of inadvertent tracking of uninvolved parties.  The ACLU cited this limitation in their letter addressing the use of GPS pursuit mitigation as a reason they are not concerned with civil liberties related to the use of this technology.
SMC 14.12 and SPD Policy 6.060 direct all SPD personnel to “any documentation of information concerning a person’s sexual preferences or practices, or their political or religious activities must be for a relevant reason and serve a legitimate law enforcement purpose.” 
Additionally, SPD Policy 5.140 forbids bias-based policing and outlines processes for reporting and documenting any suspected bias-based behavior, as well as accountability measures. 
Finally, see 5.3 for a detailed discussion about procedures related to noncompliance.Privacy risks revolve around improper collection of location information of members of the general public. As it relates to covert tracking, SPD mitigates this risk by deploying them consistent to the stipulations outlined in the Washington Privacy Act, Chapt. 9.73 RCW, and only by consent and/or with authorization of a court-ordered warrant.
SMC 14.12 and SPD Policy 6.060 direct all SPD personnel to “any documentation of information concerning a person’s sexual preferences or practices, or their political or religious activities must be for a relevant reason and serve a legitimate law enforcement purpose.”
Additionally, SPD Policy 5.140 forbids bias-based policing and outlines processes for reporting and documenting any suspected bias-based behavior, as well as accountability measures.
Finally, see 5.3 for a detailed discussion about procedures related to noncompliance.

[bookmark: 7.4_Is_there_any_aspect_of_the_project/t]

7.4 Is there any aspect of the project/technology that might cause concern by giving the appearance to the public of privacy intrusion or misuse of personal information?
Inherent in information obtained through covertly tracking members of the public is the risk that private information may be obtained about members of the public without their knowledge and that their Fourth Amendment protections against “unreasonable searches” may be violated. This risk and those privacy risks outlined in 7.3 above are mitigated by legal requirements and auditing processes (i.e., maintenance of all requests, copies of consent forms and warrants) that allow for any auditor, including the Office of Inspector General and the federal monitor, to inspect use and deployment of tracking devices. The potential of privacy risk is mitigated by the requirement of consent and/or court ordered warrant before the technology is utilized.
The use of GPS pursuit mitigation trackers is limited to vehicles for which probable cause or reasonable suspicion has been established, the same standard set forth in state law for justification of vehicle pursuits.  By tracking such a vehicle, it is possible to, by default, track the occupants of that vehicle.  However, such occupants would be the subjects of a criminal investigation, either listed as suspects or eliminated through investigative efforts.  The same concerns and mitigations listed above for covert tracking systems apply to GPS pursuit mitigation trackers.  
In 2014, Jay Stanley, a senior policy analyst for the ACLU, wrote an opinion letter supporting the use of Starchase, a GPS pursuit mitigation tracking vendors long as the technology is used as intended in the exigent moments surrounding a police stop and pursuit, and not to subvert what would otherwise require a warrant.  In 2022, Mr. Stanley reaffirmed this position, saying “I have not heard of any civil liberty issues with that technology.”Inherent in information obtained through tracking members of the public is the risk that private information may be obtained about members of the public without their knowledge and that their Fourth Amendment protections against “unreasonable searches” may be violated. This risk and those privacy risks outlined in 7.3 above are mitigated by legal requirements and auditing processes (i.e., maintenance of all requests, copies of consent forms and warrants) that allow for any auditor, including the Office of Inspector General and the federal monitor, to inspect use and deployment of tracking devices. The potential of privacy risk is mitigated by the requirement of consent and/or court ordered warrant before the technology is utilized.

[bookmark: 8.0_Monitoring_and_Enforcement]

8.0 Monitoring and Enforcement
8.1 [bookmark: 8.1_Describe_how_the_project/technology_]Describe how the project/technology maintains a record of any disclosures outside of the department.
Each unit maintains logs of deployment. These logs are available for audit, both internally and externally. 
Per SPD Policy 12.080, the Crime Records Unit is responsible to receive and record all requests “for General Offense Reports from other City departments and from other law enforcement agencies, as well as from insurance companies.” 
Any requests for public disclosure are logged by SPD’s Public Disclosure Unit. Any action taken, and data released subsequently, is then tracked through the request log. Responses to Public Disclosure Requests, including responsive records provided to a requestor, are retained by SPD for two years after the request is completed.
The technology vendor does not provide records to anyone other than Seattle PD, except by department preauthorized data sharing agreements.  
Each unit maintains logs of deployment. These logs are available for audit, both internally and externally.
Per SPD Policy 12.080, the Crime Records Unit is responsible to receive and record all requests “for General Offense Reports from other City departments and from other law enforcement agencies, as well as from insurance companies.”
Any requests for public disclosure are logged by SPD’s Public Disclosure Unit. Any action taken, and data released subsequently, is then tracked through the request log. Responses to Public Disclosure Requests, including responsive records provided to a requestor, are retained by SPD for two years after the request is completed.


8.2 [bookmark: 8.2_What_auditing_measures_are_in_place_]What auditing measures are in place to safeguard the information, and policies that pertain to them, as well as who has access to the audit data? Explain whether the project/technology conducts self-audits, third party audits or reviews.
No formal audits exist for covert tracking device deployments; however, requests to utilize covert tracking devices, as well as logs of deployments, are kept within each unit, and are subject to audit by the unit supervisors, Office of the Inspector General, and the federal monitor at any time.  
GPS pursuit mitigation trackers create a record of the deployment, to include the dates, times, locations (including latitude/longitude).  These records are maintained in accordance with the Department’s retention requirements and can be view at any time by the Office of the Inspector General.No formal audits exist for tracking device deployments; however, requests to utilize tracking devices, as well as logs of deployments, are kept within each unit, and are subject to audit by the unit supervisors, Office of the Inspector General, and the federal monitor at any time.


[bookmark: Financial_Information]Financial Information
Purpose
[bookmark: 1.1_Fiscal_Impact]This section provides a description of the fiscal impact of the surveillance technology, as required by the surveillance ordinance.
1.1 Fiscal Impact
Provide a description of the fiscal impact of the project/technology by answering the questions below.
1.1 [bookmark: 1.1_Current_or_potential_sources_of_fund]Current or potential sources of funding: initial acquisition costs.
Current ☒ potential ☐
	Date of initial acquisition
	Date of go live
	Direct initial acquisition cost
	Professional services for acquisition
	Other acquisition costs
	Initial acquisition funding
source

	TBD
	June 2025
	$1095 per unit$250,000
	-
	-
	Dept of Commerce Law Enforcement Pursuit TechSPD Budget


Notes:
Location trackers were initially purchased prior to 2012. Occasional replacement of units is necessary if they are lost or damaged. In 2021/2022 some units utilizing the older 3G technology will be replaced with current 5G units.

1.2 [bookmark: 1.2_Current_or_potential_sources_of_fund]Current or potential sources of funding: on-going operating costs, including maintenance, licensing, personnel, legal/compliance use auditing, data retention and security costs.
[bookmark: _Toc530403600]
Current  potential 
	Annual maintenance and licensing
	Legal/compliance, audit, data retention and other security costs
	Department overhead
	IT overhead
	Annual funding source

	$37,500$600 Per Unit
	-
	-
	-
	UnknownSPD Budget


Notes: 
If the GPS pursuit mitigation trackers are determined to be a worthwhile program, the ongoing cost to maintain the 25 launchers’ subscriptions is $37,500.  
[bookmark: 1.3_Cost_savings_potential_through_use_o]

1.3 Cost savings potential through use of the technology

Cost savings may be seen in reduced liability from decreased number of vehicle pursuits, which often result in litigation.  Additionally, pursuits often result in damage to city owned equipment, specifically police cars.  This technology can reduce those costs as well by negating the need for pursuits.  
Tracking devices are used with consent and/or search warrant to resolve investigations. They provide invaluable evidence that could not be calculated in work hours.

1.4 [bookmark: 1.4_Current_or_potential_sources_of_fund]Current or potential sources of funding including subsidies or free products offered by vendors or governmental entities

Additional grants may be available in the future to provide ongoing funding, should the department decide to increase or continue the deployment.
[bookmark: Expertise_and_References]Expertise and References
Purpose
[bookmark: 1.0_Other_Government_References]The following information is provided to ensure that Council has a group of experts to reference while reviewing the completed surveillance impact report (“SIR”). Any individuals or agencies referenced must be made aware ahead of publication that their information has been included. All materials must be available for Council to access or review, without requiring additional purchase or contract.
1.0 Other Government References
Please list any other government bodies that have implemented this technology and can speak to the implementation of this technology.
	Agency, municipality, etc.
	Primary contact
	Description of current use

	Tacoma Police Department
	Deputy Chief Paul Junger
	Pursuit mitigation.


2.0 [bookmark: 2.0_Academics,_Consultants,_and_Other_Ex]Academics, Consultants, and Other Experts
Please list any experts in the technology under consideration, or in the technical completion of the service or function the technology is responsible for.
	Agency, municipality, etc.
	Primary contact
	Description of current use

	
	
	


3.0 [bookmark: 3.0_White_Papers_or_Other_Documents]White Papers or Other Documents
Please list any authoritative publication, report or guide that is relevant to the use of this technology or this type of technology.
	Title
	Publication
	Link

	GPS Bullets’ Allow Police to Shoot a Tracker Onto a Car
	American Civil Liberties Union (ACLU)
	https://www.aclu.org/news/national-security/gps-bullets-allow-police-shoot -tracker-car

	Pursuit Technology Impact Assessment
	Police Executive Research Forum
	https://www.ojp.gov/pdffiles1/nij/grants/250549.pdf



[bookmark: Racial_Equity_Toolkit_(“RET”)_and_engage]Racial Equity Toolkit (“RET”) and engagement for public comment worksheet
Purpose
Departments submitting a SIR are required to complete an adapted version of the Racial Equity Toolkit (“RET”) in order to:
· Provide a framework for the mindful completion of the SIR in a way that is sensitive to the historic exclusion of vulnerable and historically underrepresented communities. Particularly, to inform the public engagement efforts departments will complete as part of the surveillance impact report.
· Highlight and mitigate any impacts on racial equity from the adoption and the use of the technology.
· Highlight and mitigate any disparate impacts on individuals or vulnerable communities.
· Fulfill the public engagement requirements of the surveillance impact report.
[bookmark: Adaptation_of_the_RET_for_Surveillance_I]Adaptation of the RET for Surveillance Impact Reports
The RET was adapted for the specific use by the Seattle Information Technology Departments’ (“Seattle IT”) Privacy Team, the Office of Civil Rights (“OCR”), and Change Team members from Seattle IT, Seattle City Light, Seattle Fire Department, Seattle Police Department, and Seattle Department of Transportation.
[bookmark: Racial_Equity_Toolkit_Overview]Racial Equity Toolkit Overview
The vision of the Seattle Race and Social Justice Initiative (“RSJI”) is to eliminate racial inequity in the community. To do this requires ending individual racism, institutional racism and structural racism. The RET lays out a process and a set of questions to guide the development, implementation and evaluation of policies, initiatives, programs, and budget issues to address the impacts on racial equity.
[bookmark: 1.0_Set_Outcomes]1.0 Set Outcomes
1.1. [bookmark: 1.1._Seattle_City_Council_has_defined_th]Seattle City Council has defined the following inclusion criteria in the surveillance ordinance, and they serve as important touchstones for the risks departments are being asked to resolve and/or mitigate. Which of the following inclusion criteria apply to this technology?
· The technology disparately impacts disadvantaged groups.
· There is a high likelihood that personally identifiable information will be shared with non-City entities that will use the data for a purpose other than providing the City with a contractually agreed-upon service.
· The technology collects data that is personally identifiable even if obscured, de-identified, or anonymized after collection.
 The technology raises reasonable concerns about impacts to civil liberty, freedom of speech or association, racial equity, or social justice.

1.2 [bookmark: 1.2_What_are_the_potential_impacts_on_ci]What are the potential impacts on civil liberties through the implementation of this technology? How is the department mitigating these risks?

None, per ACLU letter.
Without appropriate policies, tracking devices could be used to surveil individuals without reasonable suspicion of having committed a crime. This concern is mitigated by the requirement that these technologies be applied only after obtaining appropriate legal authority or consent.

1.3 [bookmark: 1.3_What_are_the_risks_for_racial_or_eth]What are the risks for racial or ethnicity-based bias through each use or deployment of this technology? How is the department mitigating these risks?
[bookmark: Include_a_description_of_any_issues_that]Include a description of any issues that may arise such as algorithmic bias or the possibility for ethnic bias to emerge in people and/or system decision-making.
None.The mission of the Seattle Police Department is to prevent crime, enforce the law, and support quality public safety by delivering respectful, professional, and dependable police services. To mitigate the risks for racial or ethnicity-based bias in the use of tracking devices, these devices are utilized only with consent and/or court-ordered warrant, having established probable cause.

1.4 [bookmark: 1.4_Where_in_the_City_is_the_technology_]Where in the City is the technology used or deployed?

all Seattle neighborhoods
	☐ Ballard
☐ Belltown
☐ Beacon Hill
☐ Capitol Hill
☐ Central District
☐ Columbia City
☐ Delridge
☐ First Hill
☐ Georgetown
☐ Greenwood / Phinney
☐ International District
☐ Interbay
☐ North
☐ Northeast
	☐ Northwest
☐ Madison Park / Madison Valley
☐ Magnolia
☐ Rainier Beach
☐ Ravenna / Laurelhurst
☐ South Lake Union / Eastlake
☐ Southeast
☐ Southwest
☐ South Park
☐ Wallingford / Fremont
☐ West Seattle
 King county (outside Seattle) (Mutual Aid)
 Outside King County (Mutual Aid)



If possible, please include any maps or visualizations of historical deployments / use.
If possible, please include any maps or visualizations of historical deployments / use here.


1.4.1 [bookmark: 1.4.1_What_are_the_racial_demographics_o]What are the racial demographics of those living in this area or impacted by these issues?
No information at this time.The demographics for the City of Seattle: White - 69.5%; Black or African American - 7.9%; Amer. Indian & Alaska Native - 0.8%; Asian - 13.8%; Native Hawaiian & Other Pac. Islander - 0.4; Other race - 2.4%; Two or more races - 5.1%; Hispanic or Latino ethnicity (of any race): 6.6%; Persons of color: 33.7%.
King County demographics: White – 70.1%; Black or African American – 6.7%; American Indian & Alaskan Native – 1.1%; Asian, Native Hawaiian, Pacific Islander – 17.2%; Hispanic or Latino (of any race) – 9.4%

1.4.2 [bookmark: 1.4.2_How_does_the_Department_to_ensure_]How does the Department to ensure diverse neighborhoods, communities, or individuals are not specifically targeted through the use or deployment of this technology?
The technology will be equally deployed throughout the city to maximize availability for needed deployments.Tracking devices are used exclusively during the investigation of crimes and only with consent and/or court-ordered warrant, having established probable cause. There is no distinction in the levels of service SPD provides to the various and diverse neighborhoods, communities, or individuals within the city.
All use of the tracking devices must also comply with SPD Policy 12.050 – Criminal Justice Information Systems and may only be used for legitimate criminal investigative purposes.

1.5 [bookmark: 1.5_How_do_decisions_around_data_sharing]How do decisions around data sharing have the potential for disparate impact on historically targeted communities? What is the department doing to mitigate those risks?
None.The Aspen Institute on Community Change defines structural racism as “…public policies, institutional practices, cultural representations and other norms [which] work in various, often reinforcing ways to perpetuate racial group inequity.”1 Data sharing has the potential to be a contributing factor to structural racism and thus creating a disparate impact on historically targeted communities. Data sharing is frequently necessary during the course of a criminal investigation to follow up on leads and gather information on suspects from outside law enforcement agencies. Cooperation between law enforcement agencies is an essential part of the investigative process.

In an effort to mitigate the possibility of disparate impact on historically targeted communities, SPD has established policies regarding the dissemination of data in connection with criminal prosecutions, Washington Public Records Act (Chapter 42.56 RCW), and other authorized researchers.
Further, SPD Policy 5.140 forbids bias-based policing and outlines processes for reporting and documenting any suspected bias-based behavior, as well as accountability measures.


1.6 [bookmark: 1.6_How_do_decisions_around_data_storage]How do decisions around data storage and retention have the potential for disparate impact on historically targeted communities? What is the department doing to mitigate those risks?
None identified.Like decisions around data sharing, data storage and retention have similar potential for disparate impact on historically targeted communities. The information obtained by the tracking devices is related only to criminal investigations and its users are subject to SPD’s existing policies prohibiting bias-based policing. Further, SPD Policy 5.140 forbids bias-based policing and outlines processes for reporting and documenting any suspected bias-based behavior, as well as accountability measures.

1.7 [bookmark: 1.7_What_are_potential_unintended_conseq]What are potential unintended consequences (both negative and positive potential impact)? What proactive steps can you / have you taken to ensure these consequences do not occur.
There is potential for officers to default into a pursuit in an effort to apply the tag.  This can be addressed by policy and training.  The most important unintended possible consequence related to the continued utilization of the tracking devices is the possibility that the civil rights and Fourth Amendment rights of individuals may be compromised by unlawful surveillance. SPD mitigates this risk by requiring consent and/or a court-ordered warrant, having established probable cause, prior to the utilization of these technologies.

[bookmark: 2.0_Public_Outreach]2.0 Public Outreach
[bookmark: 2.1_Scheduled_public_meeting(s).]2.1 Scheduled public meeting(s).
[bookmark: Meeting_notes,_sign-in_sheets,_all_comme]Meeting notes, sign-in sheets, all comments received, and questions from the public will be included in Appendix B, D, E, and F. Comment analysis will be summarized in section 3.0 Public Comment Analysis.

	Location
	Virtual (Webex)

	Time
	Wednesday, Apr 27, 2022 3:00 pm




	Location
	Virtual (Webex)

	Time
	Wednesday, May 18, 2022 3:00 pm






[bookmark: Note:_10_comments_were_received_via_emai]3.0 Public Comment Analysis

Note: 10 comments were received via email. Demographics and analysis was not conducted on these comments but are included in the Appendix containing all public comments.
3.1 [bookmark: 3.1_Summary_of_Response_Volume]Summary of Response Volume






3.2 [bookmark: 3.2_Question_One:_What_concerns,_if_any,]Question One: What concerns, if any, do you have about the use of this technology?

3.3 [bookmark: 3.3_Question_Two:_What_value,_if_any,_do]Question Two: What value, if any, do you see in the use of this technology?




3.4 [bookmark: 3.4_Question_Three:_What_would_you_want_]Question Three: What would you want City leadership to consider when making a decision about the use of this technology?

3.5 [bookmark: 3.5_Question_Four:_General_response_to_t]Question Four: General response to the technology.



4.0 [bookmark: 4.0_Response_to_Public_Comments]Response to Public Comments
4.1 [bookmark: 4.1_How_will_you_address_the_concerns_th]How will you address the concerns that have been identified by the public?
What program, policy and partnership strategies will you implement? What strategies address immediate impacts? Long-term impacts? What strategies address root causes of inequity listed above? How will you partner with stakeholders for long-term positive change?

[bookmark: 5.0_Equity_Annual_Reporting]

5.0 Equity Annual Reporting
5.1 [bookmark: 5.1_What_metrics_for_this_technology_be_]What metrics for this technology be reported to the CTO for the annual equity assessments?
[bookmark: _Toc530403711][bookmark: _Toc532375953]Metrics on covert tracking technology are gathered by the OIG for their annual surveillance technology audits. 
Usage reports on GPS pursuit mitigation trackers will be available through the RTCC information portal and reports.  Respond here.


[bookmark: Privacy_and_Civil_Liberties_Assessment]Privacy and Civil Liberties Assessment
Purpose
This section shall be completed after public engagement has concluded and the department has completed the racial equity toolkit section above. The privacy and civil liberties assessment is completed by the community surveillance working group (“working group”), per the surveillance ordinance which states that the working group shall:
“Provide to the executive and the City Council a privacy and civil liberties impact assessment for each SIR that must be included with any departmental request for surveillance technology acquisition or in-use approval. The impact assessment shall include a description of the potential impact of the surveillance technology on civil rights and liberties and potential disparate impacts on communities of color and other marginalized communities. The CTO shall share with the working group a copy of the SIR that shall also be posted during the period of public engagement. At the conclusion of the public engagement period, the CTO shall share the final proposed SIR with the working group at least six weeks prior to submittal of the SIR to Council for approval. The working group shall provide its impact assessment in writing to the executive and the City Council for inclusion in the SIR within six weeks of receiving the final proposed SIR. If the working group does not provide the impact assessment before such time, the working group must ask for a two-week extension of time to City Council in writing. If the working group fails to submit an impact statement within eight weeks of receiving the SIR, the department and City Council may proceed with ordinance approval without the impact statement.”
[bookmark: Working_Group_Privacy_and_Civil_Libertie]Working Group Privacy and Civil Liberties Assessment
[bookmark: From:_Seattle_Community_Surveillance_Wor][bookmark: To:_Seattle_City_Council]From: Seattle Community Surveillance Working Group (CSWG) To: Seattle City Council
[bookmark: Date:_August_4,_2022]Date: August 4, 2022
[bookmark: Re:_Privacy_and_Civil_Liberties_Impact_A]Re: Privacy and Civil Liberties Impact Assessment for Tracking Devices


[bookmark: Executive_Summary]Executive Summary


[bookmark: The_CSWG_has_completed_its_review_of_the]The CSWG has completed its review of the Surveillance Impact Reports (SIRs) for the six surveillance technologies included in Group 4b of the Seattle Surveillance Ordinance technology review process. These technologies are GeoTime; Computer, Cell Phone, and Mobile Device Extraction Tools; Camera Systems; Remotely Operated Vehicles; Crash Data Retrieval; and Tracking Devices. This document is the CSWG’s Privacy and Civil Liberties Impact Assessment for Tracking Devices used by Seattle Police Department (SPD) as set forth in SMC 14.18.080(B)(1), which we provide for inclusion in the final SIRs submitted to the City Councils.


[bookmark: This_document_first_provides_our_recomme]This document first provides our recommendations to Council, then provides background information, key concerns, and outstanding questions regarding Tracking Devices.


[bookmark: Our_assessment_of_Tracking_Devices_as_us]Our assessment of Tracking Devices as used by Seattle Police Department (SPD) focuses on the following major issues.


1. No transparency on tracking device system vendor names and model numbers.


2. Inadequate policies defining purpose limitations for tracking device use.
3. Inadequate policies on data storage, safeguards, and retention.
4. Inadequate policies on oversight and auditing.

[bookmark: The_Council_should_adopt_clear_and_enfor]The Council should adopt clear and enforceable rules that ensure, at the minimum, the following:


1. Tracking devices are only used with authorization of a court-ordered warrant.
2. There is a policy defining the incident types for which SPD may use tracking devices, and how they may be used. For example, SPD’s deployment of tracking devices is limited to cases that are serious and violent offenses, and evidence of these offenses must be provided in warrant applications for their use.
3. Data collected via the tracking device never leaves SPD-owned equipment.
4. The following are made publicly available:
· The names of the manufacturers, vendors, model names, and model numbers of tracking devices;
· How many tracking devices SPD has;
· How many people have access to the tracking devices;
· The purchase orders and contracts for each of the tracking devices.
5. The following are made publicly available on at least a monthly basis:
· The reasons for use;
· The frequency with which tracking devices are used;
· The average and median length of time tracking devices are deployed;
· The number of individuals and/or devices and items and/or vehicles tracked;
· Whether the use of a tracking device resulted in an arrest, conviction, injury, fatality, or other physical and economic harm or burden on an individual or group;
· To whom and under what circumstances data gathered from a tracking device have been or are being shared;
6. There must be strong access controls (authentication, authorization, logging, etc.) in place tracking devices.
7. There is a clear data retention policy.
8. There is adequate and standardized training for all personnel who use tracking devices and the training includes a privacy component specific to the risks inherent to using tracking devices as an investigative tool.
9. There must be a detailed direct audit log of user actions with tracking devices and SPD must produce a publicly available annual audit report about its use of the technology.
10. There must be measures in place to validate the accuracy of the data collected by tracking devices.



[bookmark: Key_Concerns]Key Concerns


1. No Transparency on Tracking Device Vendor and Product Names. The SIR does not disclose the names of the manufacturers and the specific model numbers and names of the tracking devices used by SPD. Without this information it is challenging to comprehensively review all the functions and capabilities of the technologies in use and provide recommendations on how each technology should be regulated.


2. Lack of Clarity on Usage Limitations and Types of Incidents for Which Tracking Devices are Used. While the SIR states that officers/detectives will provide written consent and/or a court


approved warrant for all vehicletracking technology deployments, it does not describe the incident types for which tracking devices are used. Especially with consent-based uses of tracking devices, it is unclear from the SIR how the use of tracking devices is constrained (whereas a judicial warrant would articulate formal parameters around data collection, such as time frame).
Additionally, it is unclear whether SPD has a policy limiting the use of geolocation trackers to vehicles.


3. Lack of Legitimacy of “Consent-Based” Use of Tracking Devices and Lack of Clarity on How Consent is Obtained. It is unlikely that consent-based use tracking devices is legitimately consensual given the power and information asymmetry between police and members of the public, and particularly for communities that are disproportionately surveilled and policed. There are important racial differences in how individuals interact with law enforcement, and individuals may fear that refusing to give their consent to police will lead to deadly consequences. Additionally, the SIR does not describe the process by which officers obtain consent from witnesses or confidential informants. It is also unclear from whom consent is being sought—the vehicle owner, driver, and/or passengers. Lastly it is unclear if this process is standardized.


4. Lack of Clarity on How Many and Which Personnel Have Access to Tracking Devices and How They are Secured to Prevent Unauthorized Access. It is unclear which units have and how many people in total have access to the tracking devices.


5. Lack of Clarity on Frequency of Usage of Tracking Devices. It is unclear how many cases per year use tracing devices, how many deployments there are per year, and the average and median length of time tracking devices are deployed.


6. Lack of Transparency and Inadequate Policies on Data Storage, Safeguards, and Retention. It is unclear whether the data collected via the physical tracking devices ever leaves SPD-owned equipment. The SIR states that “data is securely stored by the vehicle tracking technology vendor and will be transferred to the case investigator only via Seattle Police Department owned and authorized technology. At that time, vehicle tracking data collected by the tracking device is downloaded from the vendor software and resides only with the investigation file.”135 It is unclear if the data is within the SPD network on-premises or if it flows to a vendor providing Software-as-a-Service. Additionally, the SIR does not state if any data retention policy exists. The SIR states that SPD deletes tracking device data from the software and hardware after the conclusion of a tracking schedule, but it does not state how long the data are kept after being moved to an investigation file.

7. Lack of Clarity on Training. It is unclear how the vendor trains TESU personnel and how consistency in this training is ensured.


8. Inadequate Data Sharing Policies. The SIR states that SPD may share data obtained from tracking devices with outside entities but does not address whether SPD maintains a record of those disclosures.


9. Inadequate Oversight and Auditing Policies. The SIR states that no formal audits exist for tracking device deployments. It is unclear if SPD has measures to prevent or detect the use of a tracking device being used outside of the confines of a case or legal investigation.




[bookmark: Outstanding_Questions]Outstanding Questions


1. What are the manufacturers, vendors, model numbers, and model names of the tracking devices in use by SPD?
2. Is there any policy defining the incident types for which SPD may use tracking devices?
3. What is the process of getting consent?
4. Is the “online portal” hosted within the SPD network on-premise, or is it hosted on the vendor’s website?
5. Does the data collected via the tracking device ever leave SPD-owned equipment
6. Are the trackers placed anywhere other than a vehicle?
7. Is the TESU personnel training standardized and documented?
8. What is the retention period for data collected by tracking devices?
9. How many cases per year use tracking devices?
10. How many deployments of tracking devices are there per year?
11. How long is the average and median length of time tracking devices are deployed?
12. How many tracking devices does SPD have?
13. How many people have access to SPD’s location tracking devices?
14. How many times has SPD deployed a tracking device on a vehicle either not owned by the suspect or owned by the suspect but also frequently used by other individuals?
15. Are there measures in place that would prevent or detect the use of a tracking device outside the confines of a case or legal investigation?
16. Have there been any audits of SPD’s use of tracking devices? If so, when was the last audit and where can that audit report be found?


[bookmark: The_answers_to_these_questions_can_furth]The answers to these questions can further inform the content of any binding policy the Council chooses to include in an ordinance on this technology, as recommended above.

Memo
To:	Seattle City Council
From:	Jim Loter, Interim Chief Technology Officer
Subject:	CTO Response to the Surveillance Working Group Tracking Devices SIR Review

[bookmark: Purpose]Purpose
As provided in the Surveillance Ordinance, SMC 14.18.080, this memo outlines the Chief Technology Officer’s (CTO’s) response to the Surveillance Working Group assessment on the Surveillance Impact Report for Seattle Police Department’s Tracking Devices.
[bookmark: Background]Background
The Information Technology Department (ITD) is dedicated to the Privacy Principles and Surveillance Ordinance objectives to provide oversight and transparency about the use and acquisition of specialized technologies with potential privacy and civil liberties impacts. All City departments have a shared mission to protect lives and property while balancing technology use and data collection with negative impacts to individuals. This requires ensuring the appropriate use of privacy invasive technologies through technology limitations, policy, training and departmental oversight.
The CTO’s role in the SIR process has been to ensure that all City departments are compliant with the Surveillance Ordinance requirements. As part of the review work for surveillance technologies, ITD’s Privacy Office has facilitated the creation of the Surveillance Impact Report documentation, including collecting comments and suggestions from the Working Group and members of the public
about these technologies. IT and City departments have also worked collaboratively with the Working Group to answer additional questions that came up during their review process.
[bookmark: Technology_Purpose]Technology Purpose
The Seattle Police Department (SPD) utilizes geolocation trackers to track and locate vehicle information during criminal investigations. Geolocation trackers are devices that SPD utilizes as a tool to locate and track the movements and locations of vehicles. Trackers are utilized only after obtaining legal authority via a court order or consent, and once the consent or terms of the order have expired all data collected is maintained only in the investigation file

Working Group Concerns
In their review, the Working Group has raised concerns about these devices being used in a privacy impacting way, including data collection, sharing, retention, deletion, storage, and protection.
We believe that policy, training and technology limitations enacted by SPD provide adequate mitigation for the potential privacy and civil liberties concerns raised by the Working Group about the use of this operational technology.

Recommended Next Steps
I look forward to working together with Council and City departments to ensure continued transparency about the use of these technologies and finding a mutually agreeable means to use technology to improve City services while protecting the privacy and civil rights of the residents we serve. Specific concerns in the Working Group comments about this technology are addressed in
the attached document.

Response to Specific Concerns: Tracking Devices

Concern: No Transparency on Tracking Device Vendor and Product Names
CTO Assessment: The policies in place in the SIR and SPD manual operate regardless of the manufacturer or model of the devices. The conditions under which the devices are used are clearly outlined in the SIR and are further regulated by RCW 9.73.
SIR Response: N/A


Concern: Lack of Clarity on Usage Limitations and Types of Incidents for Which Tracking Devices are Used
CTO Assessment: These technologies are used surreptitiously and without consent. These technologies are operated under the authorization of a warrant from a court. Warrant and consent procedures are governed by state and federal law.
SIR Response:
Section 3.2
Tracking devices are only utilized with express consent or search warrant authority. SPD must comply with all legal requirements for securing consent or a search warrant (see US v. Jones and State v.
Jackson).

Section 4.9
To deploy and utilize vehicle trackers, Officers/Detectives must submit a request form that requires proof of consent or search warrant, and active investigation, as evidenced by a GO number. After the scheduled parameters for collection of data expire, data is downloaded from the supporting software, and included in the investigation file. At that point, only SPD personnel involved in the investigation have access to this information.




Concern: Lack of Legitimacy of “Consent-Based” Use of Tracking Devices and Lack of Clarity on How Consent is Obtained.
CTO Assessment: The SIR contains discrete sections relating to each of the concerns in addition to additional policies governing the use in the SPD manual and state law (RCW 9.73). As the data collected from these systems are primarily intended in use for criminal prosecution, there are other superseding policies and procedures that must be followed (circumstances around sharing or retention for example).

SIR Response: N/A





Concern: Lack of Clarity on How Many and Which Personnel Have Access to Tracking Devices and How They are Secured to Prevent Unauthorized Access
CTO Assessment: The SIR outlines the conditions under which devices are used in investigations in addition to the standards that are required by a legal entity to authorize the use of Tracking Devices. Data obtained from these devices are processed in accordance with SPD’s evidence handling policies as well as state and federal law.

SIR Response:
Section 4.7
Only authorized SPD users can access the vehicle tracking devices or the data while it resides in the system. Access to the vehicle tracking systems/technology is specific to system and password-protected.
Data removed from the vehicle tracking system/technology and entered into investigative files is securely input and used on SPD’s password-protected network with access limited to detectives and identified supervisory personnel.
All SPD employees are backgrounded and access is controlled by SPD Manual Title 12 provisions governing Department Information Systems including SPD Policy 12.040 - Department-Owned Computers, Devices & Software, SPD Policy 12.050 - Criminal Justice Information Systems, SPD Policy
12.080 – Department Records Access, Inspection & Dissemination, SPD Policy 12.110 – Use of Department E-mail & Internet Systems, and SPD Policy 12.111 – Use of Cloud Storage Services.
Section 5.1
Data is securely stored by the vehicle tracking technology vendor and will be transferred to the case investigator only via Seattle Police Department owned and authorized technology. At that time, vehicle tracking data collected by the tracking device is downloaded from the vendor software and resides only with the investigation file.
Concern: Lack of Clarity on Frequency of Usage of Tracking Devices
CTO Assessment: Tracking devices are used when supported by a search warrant or consent (of a witness or a confidential informant), in conjunction with an active investigation.
SIR Response:
Section 4.4
Trackers are used, as appropriate, when supported by a search warrant or consent (of a witness or a confidential informant), in conjunction with an active investigation. The length of time that any one tracker might be utilized in an investigation is established, and constrained, by parameters established within the requisite search warrant.

Concern: Lack of Clarity on Training
CTO Assessment: Investigators who use the tracking devices receive multiple mandated trainings about cybersecurity and privacy. The conditions of use of these devices are covered by legal requirements which must be met prior to deployment.
SIR Response:
Section 7.2
SPD Policy 12.050 mandates that all employees receive Security Awareness Training (Level 2), and all employees also receive City Privacy Training.

Concern: Inadequate Data Sharing Policies
CTO Assessment: No entities outside of SPD have direct access to the data or the devices. Only evidence related to the investigation would be shared with identified partners in the SIR. Data sharing is a legal requirement for assisting with criminal prosecutions or complying with legal requirements with other law enforcement agencies.
SIR Response:
Section 6.1
No person, outside of SPD, has direct access to the tracking units or the data.
Data obtained from the system may be shared outside SPD with the other agencies, entities, or individuals within legal guidelines or as required by law.
Data may be shared with outside entities in connection with criminal prosecutions:
· Seattle City Attorney’s Office
· King County Prosecuting Attorney’s Office
· King County Department of Public Defense
· Private Defense Attorneys
· Seattle Municipal Court
· King County Superior Court
· Similar entities where prosecution is in Federal or other State jurisdictions

Data may be made available to requesters pursuant to the Washington Public Records Act, Chapter
42.56 RCW (“PRA”). SPD will apply applicable exemptions to the data before disclosing to a requester. Individuals have the right to inspect criminal history record information maintained by the department (RCW 10.97.030, SPD Policy 12.050). Individuals can access their own information by submitting a public disclosure request.

Per SPD Policy 12.080, the Crime Records Unit is responsible for receiving, recording, and responding to requests “for General Offense Reports from other City departments and from other law enforcement agencies, as well as from insurance companies.”
Discrete pieces of data collected by these tracking devices may be shared with other law enforcement agencies in wanted bulletins, and in connection with law enforcement investigations jointly conducted with those agencies, or in response to requests from law enforcement agencies investigating criminal activity as governed by SPD Policy 12.050 and 12.110. All requests for data from Federal Immigration

and Customs Enforcement (ICE) authorities are referred to the Mayor’s Office Legal Counsel in accordance with the Mayoral Directive, dated February 6, 2018.

SPD shares data with authorized researchers pursuant to properly execute research and confidentiality agreements as provide by SPD Policy 12.055. This sharing may include discrete pieces of data related to specific investigative files collected by the devices.

Concern: Inadequate Oversight and Auditing Policies
CTO Assessment: SPD has existing audit functionality with the Office of Inspector General, unit supervisors, or the federal monitor. Audit, Policy & Research Section personnel can also conduct audits of all data collection software and systems. Additionally, the Surveillance Ordinance does mandate yearly auditing of these technologies by the Office of Inspector General and the IT department in some circumstances.
SIR Response:
Section 8.1
Each unit maintains logs of deployment. These logs are available for audit, both internally and externally.
Per SPD Policy 12.080, the Crime Records Unit is responsible to receive and record all requests “for General Offense Reports from other City departments and from other law enforcement agencies, as well as from insurance companies.”
Any requests for public disclosure are logged by SPD’s Public Disclosure Unit. Any action taken, and data released subsequently, is then tracked through the request log. Responses to Public Disclosure Requests, including responsive records provided to a requestor, are retained by SPD for two years after the request is completed.

Section 8.2
No formal audits exist for tracking device deployments; however, requests to utilize tracking devices, as well as logs of deployments, are kept within each unit, and are subject to audit by the unit supervisors, Office of the Inspector General, and the federal monitor at any time.

[bookmark: Appendix_A:_Glossary]Appendix A: Glossary
Accountable: (taken from the racial equity toolkit.) Responsive to the needs and concerns of those most impacted by the issues you are working on, particularly to communities of color and those historically underrepresented in the civic process.
Community outcomes: (taken from the racial equity toolkit.) The specific result you are seeking to achieve that advances racial equity.
Contracting equity: (taken from the racial equity toolkit.) Efforts to achieve equitable racial outcomes in the way the City spends resources, including goods and services, consultants and contracting.
DON: “department of neighborhoods.”
Immigrant and refugee access to services: (taken from the racial equity toolkit.) Government services and resources are easily available and understandable to all Seattle residents, including non-native English speakers. Full and active participation of immigrant and refugee communities exists in Seattle’s civic, economic and cultural life.
Inclusive outreach and public engagement: (taken from the racial equity toolkit.) Processes inclusive of people of diverse races, cultures, gender identities, sexual orientations and socio-economic status.
Access to information, resources and civic processes so community members can effectively engage in the design and delivery of public services.
Individual racism: (taken from the racial equity toolkit.) Pre-judgment, bias, stereotypes about an individual or group based on race. The impacts of racism on individuals including white people internalizing privilege, and people of color internalizing oppression.
Institutional racism: (taken from the racial equity toolkit.) Organizational programs, policies or procedures that work to the benefit of white people and to the detriment of people of color, usually unintentionally or inadvertently.
OCR: “Office of Civil Rights.”
Opportunity areas: (taken from the racial equity toolkit.) One of seven issue areas the City of Seattle is working on in partnership with the community to eliminate racial disparities and create racial equity. They include: education, health, community development, criminal justice, jobs, housing, and the environment.
Racial equity: (taken from the racial equity toolkit.) When social, economic and political opportunities are not predicted based upon a person’s race.

[image: ]Racial inequity: (taken from the racial equity toolkit.) When a person’s race can predict their social, economic, and political opportunities and outcomes.
RET: “racial equity toolkit”
Seattle neighborhoods: (taken from the racial equity toolkit neighborhood.) Boundaries defined for the purpose of understanding geographic areas in Seattle.
Stakeholders: (taken from the racial equity toolkit.) Those impacted by proposed policy, program, or budget issue who have potential concerns or issue expertise. Examples might include: specific racial/ethnic groups, other institutions like Seattle housing authority, schools, community-based organizations, change teams, City employees, unions, etc.
Structural racism: (taken from the racial equity toolkit.) The interplay of policies, practices and programs of multiple institutions which leads to adverse outcomes and conditions for communities of color compared to white communities that occurs within the context of racialized historical and cultural conditions.
Surveillance ordinance: Seattle City Council passed ordinance 125376, also referred to as the “surveillance ordinance.”
SIR: “surveillance impact report”, a document which captures the fulfillment of the Council-defined surveillance technology review process, as required by ordinance 125376.
Workforce equity: (taken from the racial equity toolkit.) Ensure the City's workforce diversity reflects the diversity of Seattle.

[bookmark: Appendix_B:_Meeting_Notice(s)]Appendix B: Meeting Notice(s)
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[bookmark: Appendix_D:_Letters_from_Organizations_o]Appendix D: Letters from Organizations or Commissions
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[bookmark: Appendix_E:_Questions_and_Department_Res]Appendix E: Questions and Department Responses

	Question
	Response

	This question is regarding the tracking
devices; could you share if there are any other agencies or law enforcement agencies specifically outside of Washington state that use
this technology?
	I don't know, honestly, I'd have to refer you to those other
agencies. There's just too many, but I can tell you the tracking devices are relatively common tool in law enforcement, but as to what agencies use them, I couldn't tell you.

	[Regarding] the tracking devices, could
you share the name of the vendor?
	I'm sorry, similar to what we did related to the cameras and
the audio recording devices. If we were shared the name, the making models of the vendors of the devices we use, it would allow people to develop countermeasures. To to work against them and so we're not going to be sharing those at
this time.




[bookmark: Appendix_F:_All_Comments_Received_from_M]Appendix F: All Comments Received from Members of the Public
[bookmark: ID:_114044476537]ID: 114044476537
Submitted Through: SurveyMonkey
[bookmark: Date:_6/3/2022_6:11:20_AM]Date: 6/3/2022 6:11:20 AM
Which surveillance technology that is currently open for public comment, do you wish to comment on?
SPD: Tracking Devices
What concerns, if any, do you have about the use of this technology?
[bookmark: SPD_cannot_be_trusted_to_refrain_from_ab]SPD cannot be trusted to refrain from abusing collected data for unlawful purposes nor to responsibly safeguard that data from use by other bad actors.
What value, if any, do you see in the use of this technology?
[bookmark: There_is_no_worthwhile_value_to_be_reali]There is no worthwhile value to be realized from SPD's use of this technology, while it may have valid uses in other contexts.
Do you have any other comments?
[bookmark: Why_solicit_comments_when_you_have_alrea]Why solicit comments when you have already decided your course? Events in the City of Seattle over the past 3 years have incontrovertibly demonstrated that there is no level of criminality to which SPD can descend such that the Mayor's office will not defend them, even at the cost of the Mayor's own political fortunes. Is there a backbone anywhere in this town?


[bookmark: ID:_114044270807]ID: 114044270807
Submitted Through: SurveyMonkey
[bookmark: Date:_6/2/2022_11:05:56_PM]Date: 6/2/2022 11:05:56 PM
Which surveillance technology that is currently open for public comment, do you wish to comment on?
SPD: Tracking Devices
What concerns, if any, do you have about the use of this technology?
[bookmark: Surveillance_technologies_are_typically_]Surveillance technologies are typically used disproportionately to target people of color, LGBTQ+ people, unhoused people. Unless there's clear policies and procedures in place, and officers have been given sufficient training, that's very likely to be the case with these technologies as well.	Third-party vendors and other governmental entities may misuse the data shared with them.	Tracking data is often processed as part of automated analyses that introduce further racial bias risks.
What value, if any, do you see in the use of this technology?
[bookmark: The_technology_can_make_it_easier_for_SP]The technology can make it easier for SPD to collect some kinds of evidence -- although this value needs to be weighed against the possibility of discrimination and misues of data..
Do you have any other comments?
[bookmark: What_specific_tracking_devices_does_SPD_]What specific tracking devices does SPD currently use, and what devices are being considered for the 5G upgrades discussed in section 2.3? What are the contractual agreements with the vendors? What purposes do any of the agreements with vendors allow them to use the data for? For example, they can presumably use it to diagnose problems with their software. Can they also use it to improve their product? Develop future products? "Legitimate business purposes"? Are there any technical safeguards in place to prevent third-party vendors misusing the data? Is any automated analysis done by vendors, SPD, or any of the entities the data is shared with? If so, is there an Algorithmic Impact Report or algorithmic audit? Has SPD audited third-party vendors to ensure that they are not misusing the data? What restrictions are in place on the entities listed in 6.1 further sharing the data? Can any of the entities listed in 6.1 potentially share this data with fusion centers? Does TESU training, and the various auditing, specifically cover discriminatory uses? How detailed is the information currently being tracked about how these systems are used? Is there enough information there to identify discriminatory patterns? What percentage of deployments have been audited by Office of the Inspector General? Do these audits specifically look at discriminatory uses? Have any of these reports been published? What percentage of deployments have been audited by Federal Monitor? Do these audits specifically look at discriminatory uses? Have any of these reports been published? What percentage of deployments have been audited by SPD’s Intelligence and Analysis Section? Do these audits specifically look at discriminatory uses? Have any of these reports been published?


[bookmark: ID:_114043263151]ID: 114043263151
Submitted Through: SurveyMonkey
[bookmark: Date:_6/1/2022_6:25:21_PM]Date: 6/1/2022 6:25:21 PM
Which surveillance technology that is currently open for public comment, do you wish to comment on?
SPD: Tracking Devices
What concerns, if any, do you have about the use of this technology?
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[bookmark: None_of_my_questions_about_these_trackin]None of my questions about these tracking devices have been answered, which makes it very difficult to provide informed public comment. These are my unanswered questions:	A) How many cases per year use these tracking devices?		B) How many tracking devices does SPD have?	C) How long is median length of time the tracking devices are deployed?	D) The tracking device SIR seems to describe the steps needed for evidence collected to be potentially admissible in court. However, what measures would prevent or detect the improper use of a tracking device, such as such as the device being borrowed (perhaps in return for a favor done by the officer for the TESU personnel) and then placed on the vehicle owned by an ex-wife/ex- girlfriend of an SPD officer so that the officer, outside the confines of a case or legal investigation, could use the device for personal purposes? Is there any SPD policy prohibiting the use of TESU equipment for personal purposes?		E) How many times has SPD deployed a location tracking device on a vehicle either not owned by the suspect or owned by the suspect but also frequently used by other individuals (spouse, teenage children, friends, etc)?		F) Since the fiscal information in the tracking device SIR is incomplete, how much does SPD spend annually in total for the tracking devices (including procurement, licensing, maintenance, & training)?		G) When was the last audit of SPD's use of location tracking devices? Where can that audit report be found?	H) How many people have access to SPD's location tracking devices?	I) The tracking device SIR in item 3.3 says "When an Officer/Detective requests and deploys a tracking device from TESU, TESU personnel train the Officer/Detective in the tracker’s use." How is consistency in this training ensured (like what ensures that different TESU personnel don't give differing or incomplete training to an Officer or Detective)? Is the training standardized in some way, such as documented steps to complete? And does the training from the TESU include any privacy component?	J) Is there any policy defining the incident types for which SPD may use location tracking devices?	K) The tracking device SIR in item 2.3 says "The data captured by a device is downloaded out of the online portal after the conclusion of a tracking schedule". Is the "online portal" hosted within the SPD network on-premise; or is this hosted on the vendor's website (aka Software-as-a-Service) - that is, before the data is downloaded to the case file where does it exist - is it within the SPD network on-premise or is does flow to a vendor providing Software-as-a-Service?	L) Has SPD ever deployed a location tracking device on a vehicle known to be used as either a taxi cab or ride-share vehicle?		Since these questions are unanswered (as of June 1st), my concerns and recommendations here can only assume the worst. These concerns should be considered incomplete, since answers to my questions would highly likely change the concerns I have. Regardless, here are my current concerns:		 1) Potential use of these location trackers when investigating low level offenses.
The UN ODC report cited by SPD in the Undercover Cameras SIR, states that "The use by law enforcement of electronic surveillance should not be an investigative tool of first resort, instead its use should be considered when other less intrusive means have proven ineffective or when there is no reasonable alternative to obtain crucial information or evidence" and "In general, the principles or policy considerations which limit the use of electronic evidence surveillance in the investigation of serious crime include: * Necessity: that the use of electronic evidence gathering is necessary to gather the evidence or information required. * Subsidiarity: that other less intrusive forms of inquiry or investigation are not sufficient to gather the confidentiality: that there are mechanisms in place to protect the confidentiality of the information obtained, including the privacy of third parties not the subject of the authorization or warrant. * Judicial

control: that the process of evidence gathering is overseen by a judge or independent other of a certain requisite and specified level of authority. * Proportionality: that the intrusion into privacy is proportionate to the seriousness of the suspected offence and the evidence it is anticipated will be obtained." I'd like to draw attention to the principle of proportionality here. Given how privacy invasive it is to use covert technologies, SPD's use of undercover location tracking devices should only be for investigations of violent crimes.	2) SPD has not named in the SIR the covert location tracking devices' manufacturers or models, so the public's assessment of them is very incomplete. This means the public has been blocked by SPD from validating that the features of these devices match the scope of the SIR. Moreover, the public has also been blocked from investigating these manufacturers' business practices and whether they have ever been fined for unethical/illegal business actions or security breaches. SPD should not be permitted to use any secret surveillance technologies. One of the purposes of the surveillance ordinance is to provide transparency to the public. The public also has not seen any of the contracts, terms or service, customer agreements, privacy policies, or any other legal documents governing the use of these tracking devices. It's very problematic to have a city department attempt to hide information from the public, whom they are accountable to and is funding these tools in the first place. Moreover, for this same transparency reason, SPD should be prohibited from signing an NDA with any surveillance technology manufacturer/vendor/reseller.	3) Nothing prohibits an SPD employee from using one of these covert tracking devices for their own personal use, outside the confines of a legal criminal investigation. Specifically, these devices could be used for the purpose of domestic abuse where the SPD employee stalks their wife/gf/partner's location so as to exert authority & control on what she is able to do & where she is allowed to go. As such, there needs to be an explicit prohibition against individuals using these devices for personal use and holding them criminally/civilly liable if they do.		4) Potentially disproportionate use of these tracking devices. It is known that there are racial disparities in arrest rates. Therefore, it is likely that the use of these covert location tracking devices also reflect a racial disparity in their use.	5) There needs to be an explicit prohibition on using these devices to track the whereabouts of activists, journalists, or communities of immigrants or racial/religious minorities.	6) It's concerning that these devices could be deployed on vehicles that are used primarily as taxi cabs or ride-share vehicles; or on a vehicle either not owned by a suspect, or owned by a suspect and frequently used by other individuals (family members, spouse, significant other, teenage children, friends, etc). This could gravely endanger and violate the privacy of people who are not suspects.	7) Item 2.3 in the SIR mentions an "online portal that collects the information captured by the hardware, and allows for graphic representation of that information, including mapping of locations and movement, alerts for established events (i.e., a vehicle has moved beyond an established boundary, etc.), and scheduling of “check- ins” (the reporting interval records the locations set in seconds, minutes or hours)." I'm concerned that the online portal is hosted externally to the SPD network. That would mean that the manufacturer of the device's portal would have access to all the GPS data being collected by the device. Hosting the portal externally removes the opportunity for Seattle to have strong data governance and security controls. Hosting the location data externally would expose Seattle to the risk of a security breach at the manufacturer resulting in the GPS data being exposed to the public. The portal should not be hosted externally. SPD should also update the SIR to include what security

controls are in place to prevent the public from accessing the portal.	8) Lack of clarity around whether these devices track only vehicles or people as well. Item 2.5 in the SIR only refers to "vehicle trackers" and when asked if the trackers are for vehicles only or if they are ever carried on a person or perhaps via a cellphone app, SPD said they are only to track vehicles. However, the Seattle Master List of Surveillance Technologies describe the location trackers as, "A hidden tracking device carried by a moving vehicle or person that uses the Global Positioning System to determine and track the precise location." The SIR does not describe why or how these devices would be used by a person, not a vehicle. As such , the SIR should be updated to clarify the use of these devices for tracking things other than vehicles.	9) Item 8.2 in the SIR states, "No formal audits exist for tracking device deployments..." This is concerning since if I understand correctly, SPD's use of these tracking devices have never been audited.	10) SPD has not disclosed in the SIR how much these tracking devices are costing the city every year. Item 1.2 of the Fiscal Information section of the SIR only mentions a cost of "$600 Per Unit", which is wildly incomplete. SPD hasn't provided the tally of the number of devices they have, so it's impossible for the public to know how much these devices have cost the City in total.
Moreover, based on the Federal GSA price sheet for CovertTrack products (which is a common manufacturer of these devices), I'd expect there to also be recurring costs for data service and/or cell service for the devices; but those don't appear to be included in Item 1.2 in the SIR. SPD has not been transparent with the public regarding the upfront and recurring costs these devices have for the City in total.	11) Item 3.3 in the SIR says, "When an Officer/Detective requests and deploys a tracking device from TESU, TESU personnel train the Officer/Detective in the tracker’s use." It is unclear to the public how consistency in this training is ensured (such as, what ensures that different TESU personnel don't give differing or incomplete training to an Officer/Detective). Is the training standardized in some way, such as documented steps to complete?	12) The answer to item 4.4 in the SIR didn't actually address the question posed.
I'm concerned that SPD has not disclosed: How many cases per year use these tracking devices? How many deployments of these tracking devices are there per year? How long is median length of time they are deployed per the search warrant parameters? How many tracking devices does SPD have?
What value, if any, do you see in the use of this technology?
[bookmark: Any_value_must_be_weighed_against_it's_r]Any value must be weighed against it's risks. The risks here are quite substantial. Given that plus the low likelihood for City Council adding the safeguards the public has requested, I don't think the value is useful enough. There must be sufficient safeguards in place before I'd consider these tools anything but simply dangerous.
Do you have any other comments?


[bookmark: ID:_114034985261]ID: 114034985261
Submitted Through: SurveyMonkey
[bookmark: Date:_5/20/2022_2:16:41_PM]Date: 5/20/2022 2:16:41 PM
Which surveillance technology that is currently open for public comment, do you wish to comment on?
SPD: Tracking Devices
What concerns, if any, do you have about the use of this technology? What value, if any, do you see in the use of this technology?
Do you have any other comments?

[bookmark: 1._SPD’s_response_to_question_1.1_states]1.	SPD’s response to question 1.1 states that geolocation trackers are used in criminal investigations. Historically, what is the range of criminal investigations they have been used for? What kind of criminal investigations are they mostly used for? 2.	With regard to SPD response to question 1.1—how long does the “consent or terms of the [court] order” typically last? In other words, typically how long is the period of surveillance? Who sets those terms? How is that period of time determined? 3. In response to question 1.2, SPD states “this [tech] could raise potential privacy concerns, such as general surveillance or tracking of the general public.” However it’s not clear from the SIR how this might happen. SPD indicates that the tracking device will “track and collect location information” for vehicles and, indirectly, for the occupants of the vehicle. What other information does the tracking device collect that leads SPD to say it raises concerns around “general surveillance or tracking of the general public?” 4.
According to SPD’s response to question 2.1, consent to use geo-location trackers can be obtained from a witness or confidential informant. a. Why is consent asked from these individuals in particular? What is their connection to the person being surveilled? b.	Under what circumstances does SPD get consent from a witness or confidential informant vs. seeking a warrant from a judge? 5.	2.3—is the data stored on both the hardware and the software? What data storage safeguards are in place? 6.	Question 3.2 asks for legal standards and conditions that must be met before the tech is used. SPD’s response to question 3.2 states: “Tracking devices are utilized with express consent or search warrant authority,” and cites to case law regarding legal requirements for securing consent, without articulating what exactly they do to ensure compliance with legal standards. They also don’t cite to any internal policy about obtaining consent. consent?” a.	How is this consent obtained? What does that process of obtaining consent look like? (concerns about undue pressure). How do you know meaningful consent has been obtained? and 7.	In the response to question 3.1 describing the process of access to tech—where does obtainment of warrant or securing consent fall in this process? 8.	SPD’s response to question 3.3 states that “When an officer/detective requests and deploys a tracking device from TESU, TESU personnel train the Officer/Detective in the tracker’s use.” To clarify, does the officer receive training both before the tech is deployed and during the process of deployment? a.	What is the nature of the training that TESU personnel provide? When does it happen? How many hours is it? What does it cover? How do TESU personnel know that the officer has understood the training and will be able to correctly administer the tech? b.	Moreover, the response to question 7.2, which asks what privacy training is provided to users either generally or specifically relevant to the project/technology, is that all employees receive “Security Awareness Training.” Training from TESU about the tech is not cited here. Does the training provided by TESU to users include anything about privacy measures and data storage/access? c.	What is the nature of the training that TESU personnel receive? How many hours of training do they receive? What does the training cover? Do they receive periodic updated training? 9. In response to question 3.3, SPD states “If the geolocation tracking device is being utilized pursuant to a search warrant, the warrant dictates the scope and parameters of the information being collected.” a.
What/who dictates the scope and parameters of the information being collected if a tracking device is deployed pursuant to consent from a confidential informant or witness? 10.
The response to question 4.1 states: “Vehicle tracking data is temporarily stored by third-party vendors (as described in 2.3 above), until the schedule for collection of data has

expired (per the search warrant or consent authorities), at which time all data collected is downloaded and attached to the investigation file.” What privacy measures are in place, if any, around how the data is stored (by the third party vendor and by SPD), and who can access it?
a.	Is the data, when it is both stored by the third party vendor and when it is downloaded into the investigation file, encrypted? b.	Once the data is downloaded into the investigation file, section 4.9 indicates that “only SPD personnel involved in the investigation have access to this information.” What access control mechanisms are in place to ensure this? Section 4.10 does not adequately address this. c. How is an audit trail provided? How does TESU document data access in the device? How is data access tracked once the data has been downloaded into the investigation file? Note that these are two separate questions about documenting data access—one has to do with access to data when it is still in the device, and the other with when it is downloaded from the device into the investigation file. Section 4.10 does not provide any details on this. d.	Who has access to the investigation file itself? (Idea here is that although data access may be restricted, if the data is described in other documents within the investigation file, then that still compromises the privacy of the data.) e. How long does the third party vendor store the data? Do they delete the data when it is downloaded to the investigation file? f. How long does the data stay in the investigation file? Is the data deleted at the conclusion of the investigation? 11. The SPD response to question 4.7 states that “only authorized SPD users can access the vehicle tracking devices or the data while it resides in the system.” What is the criteria for being an “authorized SPD user”? 12.	The SPD response to question 5.1 states: “Data is securely stored by the vehicle tracking technology vendor and will be transferred to the case investigator only via SPD owned and authorized technology.” a.
What does “securely stored” entail? 13.	Question 5.3 asks “what measures will be used to destroy improperly collected data?” SPD cites to policy 6.060, which governs collection of “restricted information” as well as “private sexual information” but doesn’t address collection of data (inadvertent or otherwise) outside the scope provided for in the warrant or necessary for the investigation. What measures will SPD use to destroy that data? 14.	How many of these devices does SPD own? How many are in use right now/how many investigations are currently utilizing them? a.	Where/what neighborhoods are they being deployed?
What is the distribution of deployment across neighborhoods currently and historically? b.
On average, how many days/months/years are these devices used in an investigation?
c. How does this average differ across neighborhoods? 15. What is the name of the tracking device vendor? 16. SPD does not list any other agencies, law enforcement or otherwise, that use this tech. Are there agencies, particularly law enforcement agencies, outside WA state that use this tech? 17.	In response to the RET question 1.3 about the risks for racial or ethnic-based bias through each use or deployment of this tech and how the department is mitigating, SPD’s response is not very satisfying. If you’re not tracking how you deploy these devices and against whom, and we know from empirical research that police target low-income/POC neighborhoods, then how do you know you’re not being biased and when you need to course correct? 18.	Similarly, SPD states in response to question 1.4.2 “there is no distinction in the levels of service SPD provides to the various and diverse neighborhoods, communities, or individuals within the city. What is the basis for this statement? We have plenty of evidence to the contrary, not least of which is a ten-year (and counting) federal Consent Decree, that was created because of SPD’s “racially biased policing.”

Other more recent examples include racial and socio-economic disparities in enforcement of helmet laws by police and racial disparities in Terry Stops. a.	What is SPD doing to ensure that these tracking devices are not used disproportionately in investigations of certain groups, such as Black people and people of color? Per SPD’s response to question 8.2, “no formal audits exist for tracking device deployments” so there’s not a way to be proactive about detecting racial disparities in the deployment of these devices.
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[bookmark: Date:_5/19/2022_9:11:20_PM]Date: 5/19/2022 9:11:20 PM
[bookmark: Which_surveillance_technology_that_is_cu]Which surveillance technology that is currently open for public comment, do you wish to comment on?
[bookmark: SPD:_Tracking_Devices]SPD: Tracking Devices
[bookmark: What_concerns,_if_any,_do_you_have_about][bookmark: What_value,_if_any,_do_you_see_in_the_us]What concerns, if any, do you have about the use of this technology? What value, if any, do you see in the use of this technology?
[bookmark: Do_you_have_any_other_comments?]Do you have any other comments?
A) [bookmark: A)_How_many_cases_per_year_use_these_tra]How many cases per year use these tracking devices?		B) How many tracking devices does SPD have?			C) How long is median length of time the tracking devices are deployed?	D) The tracking device SIR seems to describe the steps needed for evidence collected to be potentially admissible in court. However, what measures would prevent or detect the improper use of a tracking device, such as such as the device being borrowed (perhaps in return for a favor done by the officer for the TESU personnel) and then placed on the vehicle owned by an ex-wife/ex- girlfriend of an SPD officer so that the officer, outside the confines of a case or legal investigation, could use the device for personal purposes? Is there any SPD policy prohibiting the use of TESU equipment for personal purposes?	E) How many times has SPD deployed a location tracking device on a vehicle either not owned by the suspect or owned by the suspect but also frequently used by other individuals (spouse, teenage children, friends, etc)?		F) Since the fiscal information in the tracking device SIR is incomplete, how much does SPD spend annually in total for the tracking devices (including procurement, licensing, maintenance, & training)?		G) When was the last audit of SPD's use of location tracking devices? Where can that audit report be found?	H) How many people have access to SPD's location tracking devices?	I) The tracking device SIR in item 3.3 says "When an Officer/Detective requests and deploys a tracking device from TESU, TESU personnel train the Officer/Detective in the tracker’s use." How is consistency in this training ensured (like what ensures that different TESU personnel don't give differing or incomplete training to an Officer or Detective)? Is the training standardized in some way, such as documented steps to complete? And does the training from the TESU include any privacy component?	J) Is there any policy defining the incident types for which SPD may use location tracking devices?	K) The tracking device SIR in item 2.3 says "The data captured by a device is downloaded out of the online portal after the conclusion of a tracking schedule". Is the "online portal" hosted within the SPD network on-premise; or is this hosted on the vendor's website (aka Software-as-a-Service) - that is, before the data is downloaded to the case file where does it exist - is it within the SPD network on-premise or is does flow to a vendor providing Software-as-a-Service?	L) Has SPD ever deployed a location tracking device on a vehicle known to be used as either a taxi cab or ride-share vehicle?


Email Comment
Questions:

· The SIR articulates the steps for evidence to be admissible in court, but does not define what individuals may do with these devices. So, what measures are in place, or needed, to prevent improper use of a tracking device? (e.g. for personal and/or stalking purposes)
· What are the names of the specific manufacturers and their individual product names of the undercover location tracking devices that SPD is using, has or plans to purchase, and used in the past?
· What measures are in place to track which officers use these devices, the types of purposes or incidents they are used for; the periods of time or frequency of each officers’ use of these tools; and the race, ethnicity, religious affiliation, gender, age and economic demographics of the people being tracked by such officers using these devices?
· What systems, reporting measures, and oversight does SPD have in place to ensure that these devices are not being used for nefarious purposes, and/or to disproportionately profile immigrants, BIPOC, muslim, lgbtq+, activist, or houseless individuals? Is there a way for the public to review reports with these details?
· Is there any SPD policy prohibiting the use of TESU equipment for personal purposes?
Key Concerns:

· It’s unclear whether the deployment of this technology is disproportionately used against marginalized and minority individuals and communities.
· What measures would prevent or detect the improper use of a tracking device, such as such as the device being borrowed (perhaps in return for a favor done by the officer for the TESU personnel) and then placed on the vehicle owned by an ex-wife/ex-girlfriend of an SPD officer so that that officer – outside the confines of a case or legal investigation, could use the device for personal purposes?
· It seems important to minimize deployments of tracking devices to when it’s absolutely necessary and to narrow the situations in which they are permitted to be deployed in order to protect the privacy of non-suspects. For instance, the use of tracking devices on vehicles that are used primarily as taxi cabs/ride-share vehicles, or on a vehicle either not owned by a suspect – or owned by a suspect but frequently used by other individuals (family members, spouse, significant other(s), teenage children, friends, etc) could endanger and violate the privacy of people who are not suspects. It seems like there should be a process that ensures that tracking devices are not employed in situations where a vehicle is shared, or used for the purpose of employment (ride & food delivery gig- workers, etc).

Recommendations:

· Remedies/Penalties – City Council should state that the use of a location tracking device except pursuant to that defined in the final SIR exposes the user to criminal or civil liability.
· Scoping – City Council should restrict the use of SPD’s deployment of these covert cameras to cases that are serious and violent offenses, and must provide evidence of such in warrant applications for their use. The use of covert technologies, being major intrusions into privacy, must be proportional to the seriousness of the suspected offense. (UNODC, United Nations Office of Drug and Crime)
· Contractual & Inventory – City Council should request the Purchase orders and contracts for each of the undercover location tracking devices vendors SPD has used, is using, or plans to use in the future, and update the SIR to include this information.
· Regulation and Transparency Report – City Council should require that each use of covert location tracking devices and associated software systems be registered with the city and compiled into monthly transparency report, accessible on the City’s website, to include the following details: Make and Model of tracking device, reason for use, length of use; number of parties’ and/or devices, items and/or vehicles tracked, whether the tracking is/was ongoing, and for what duration – up to of the time of reporting – tracking devices remained on or with a target, or, whether employed as part of a singular investigative incident lasting no longer than 24 hours; and whether the employment of such tracking device resulted in an arrest, conviction, harm, injury, fatality or other physical or economic accident, injury or burden on an individual or group; whether the data gathered from the employment of tracking device(s) is/was shared with or uploaded to any other software program, entity, company, agency or person, outside of the SPD officer employing the device, and, the name (make/model) of such shared with.

[bookmark: Concerns:_Covert_technologies_employed_b]Concerns:
Covert technologies employed by police (or any gov agency) are dangerous in their own ways. It's important to weigh the use of this tech against the seriousness of a crime.
The use of covert surveillance tech to obtain evidence — through entrapment or other orchestrated means is a great risk in the use of covert technologies, and those kinds of activities should not be in scope for the role of police.

In addition, the possible personal, nefarious and disproportionate use of these tracking devices is also a great risk.
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[bookmark: Questions:]Questions:
· What are the names of the specific manufacturers and their individual product names of the undercover location tracking devices that SPD is using, has or plans to purchase, and used in the past?
· What systems, reporting measures, and oversight does SPD have in place to ensure that these devices are not being used for nefarious purposes, and/or to disproportionately profile immigrants, BIPOC, muslim, lgbtq+, activist, or houseless individuals? Is there a way for the public to review reports with these details?
· Is there any SPD policy prohibiting the use of TESU equipment for personal purposes?
[bookmark: Key_Concerns:]Key Concerns:
· What measures would prevent or detect the improper use of a tracking device, such as such as the device being borrowed (perhaps in return for a favor done by the officer for the TESU personnel) and then placed on the vehicle owned by an ex-wife/ex-girlfriend of an SPD officer so that that officer – outside the confines of a case or legal investigation, could use the device for personal purposes?
· It seems important to minimize deployments of tracking devices to when it’s absolutely necessary and to narrow the situations in which they are permitted to be deployed in order to protect the privacy of non-suspects. For instance, the use of tracking devices on vehicles that are used primarily as taxi cabs/ride-share vehicles, or on a vehicle either not owned by a suspect – or owned by a suspect but frequently used by other individuals (family members, spouse, significant other(s), teenage children, friends, etc) could endanger and violate the privacy of people who are not suspects. It seems like there should be a process that ensures that tracking devices are not employed in situations where a vehicle is shared, or used for the purpose of employment (ride & food delivery gig-workers, etc).
[bookmark: Recommendations:]Recommendations:
· Remedies/Penalties – City Council should state that the use of a location tracking device except pursuant to that defined in the final SIR exposes the user to criminal or civil liability.
· Scoping – City Council should restrict the use of SPD’s deployment of these covert cameras to cases that are serious and violent offenses, and must provide evidence of such in warrant applications for their use. The use of covert technologies, being major intrusions into privacy, must be proportional to the seriousness of the suspected offense. (UNODC, United Nations Office of Drug and Crime)
· Contractual & Inventory – City Council should request the Purchase orders and contracts for each of the undercover location tracking devices vendors SPD has used, is using, or plans to use in the future, and update the SIR to include this information.

[bookmark: Email_Comment][bookmark: QUESTIONS]QUESTIONS
[bookmark: Names_of_manufacturers_&_devices?]Names of manufacturers & devices?
[bookmark: How_to_audit_(target's_race,_religion,_g]How to audit (target's race, religion, gender, age, etc)?
[bookmark: Protections_against_targeting_of_immigra]Protections against targeting of immigrants, BIPOC, activists, Muslims, journalists, etc?

[bookmark: CONCERNS]CONCERNS
[bookmark: Personal_use_of_these_devices_outside_of]Personal use of these devices outside of a legal investigation (i.e. being loaned to officer in return for a favor & used for stalking an ex-wife/ex-girlfriend).
[bookmark: Disproportionate_use.]Disproportionate use.
[bookmark: Use_of_these_devices_for_low_level_offen]Use of these devices for low level offenses.
[bookmark: Use_on_taxi_cabs/ride-share_vehicles,_or]Use on taxi cabs/ride-share vehicles, or vehicles not owned by suspect, or owned by suspect but used by others (family, friends) violates the privacy of non-suspects.

[bookmark: RECOMMENDATIONS]RECOMMENDATIONS
[bookmark: Require_provision_that_use_outside_of_wh]Require provision that use outside of what is defined in the SIR exposes the individual to criminal/civil liability.
[bookmark: Restrict_use_to_only_violent_offenses._C]Restrict use to only violent offenses. Covert technologies, being major intrusions into privacy, must be proportional to the seriousness of the suspected offense.
[bookmark: Prohibit_the_use_of_covert_tracking_devi][bookmark: Post_the_contracts_publicly.]Prohibit the use of covert tracking devices on shared items or vehicles. Post the contracts publicly.
[bookmark: Require_a_monthly_transparency_report_co]Require a monthly transparency report covering: device model name, offense, length of use, number of people/vehicles tracked, targets' demographic data, whether ongoing, whether it resulted in an arrest/conviction, & where/who data was shared with.
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recommendations on how each tool should be regulated.

b. Lack of Clarity on Usage Limits. While the SIR esplains
the general use case for CDR tools, it does not describe if
SPD seekss to use CDR tools to gather EDR data every time
an accident occurs, regardless of whether  citation has been
issued or a crime has occurred.

c. Lack of Clarity on the Breadth of Warrants to Collect
Vehicle Data. Tt is unclear if the warrants used by SPD
specify that only EDR data are collected or if these warrants
‘permit SPD to extract any data from the vehicle, including
information from a car’s system such as phone contacts and
Tocation history from past trip navigations.

d. Lack of Clarity on if There are Audits on the
Deployment of CDR Tools. It is unclear if SPD has logs
of CDR use and if there has been an audit of SPD's usage
of CDR tools.

e. Lack of Clarity on the Number of Cases for Which
CDR Tools are Used. The SR does not make clear for
how many cases per year CDR tools are used, and the
average and median length of time CDR tools are deployed.

f. Lack of Clarity About Disclosures to Other Agencies.
The SIR states that SPD may share data obtained from
CDR tools with outside entities'* but does not address
whether SPD maintains a record of those disclosures.
‘Without a record of all disclosures, it is impossible to know
who has received these sensitive data

Outstanding Questions that Must be Addressed in the
Final SIR

b What are the manufacturers, vendors, model numbers, and
‘model names of the CDR tools in use by SPD?

i s there any policy defining usage limits for SPD’s use of
CDR tools?

j. Ate the warrants to get access to vehicle data after a crash
limited to EDR data?

K Ate the audits on SPDs use of CDR tools?

1 For how many cases per year does SPD use CDR tools?

4 Seatile Police Depactmeat, “2022 Susvellance Tapact Repot: Cesch Data Retciscal
Tool,” Accessed May 30, 2022,

httpe/ ww settle gor docneats/ Depastusents/ Tech Pavacy/ DRAFTVA20SIRY:20-
*420°420Cc3sh?20Data%i20Rstcesal o, 5.
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V. Recommendations for Regulation

Pending answers to the questions above, we can make only preliminary
recommendations for regulation of CDR tools. SPD should adopt clearer
and enforceable policies that ensure, at the minimu, the following:

The names of the manufacturers, vendors, model names, and model
‘numbers are publicly disclosed.

There is 2 policy defining the incident types for which SPD may use
CDR tools, how they may be used, and what the usage limits are
There is policy requiring warrants sought for CDR use ate narrowly
tailored to only extract EDR data, and no other data from the
vehicle.

There must be strong access controls (authentication, authorization,
logging, etc) in place for CDR data.

The following are made publicly available: The frequency with
which CDR tools are used; the average and median length of time
CDR tools are deployed; and how many people have access to the
CDR tools.

SPD must disclose/record to whom and under what circumstances
CDR data are shared with third parties.

There must be a detailed diect audit log of user actions with CDR
tools and SPD must produce a publicly available annual audit report
about its use of the technology.

Sincerely,

Jennifer Lee
Technology and Liberty Project Manager

Mina Barahimi Martin
Policy Analyst
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June 02,2022

Seattle Information Technology
700 Sth Ave, Suite 2700
Seattle, WA 98104

RE: Upturn’s Comments on “Computer, cellphone and mobile device extraction
tools” in Group 4b Surveillance Technologies

On behalf of Upturn, I write to offer our comments on one technology included in Group
4b of the Seattle Surveillance Ordinance implementation process.

Upturn is a nonprofit organization based in Washington, D.C. that works in partnership
with many of the nation’s leading civil rights and public interest organizations to promote
equity and justice in the design, governance, and use of technology. One of Upturn’s
priorities is to ensure that technology does not exacerbate or entrench mass incarceration
and racial inequity in the criminal legal system.

‘We write to comment specifically on Seattle Police Department’s (SPD) use of mobile
device forensic tools (MDFTs) — tools that allow police to extract and search a cellphone
for every text, photo, piece of location data, online search history, and more. In 2020,
Upturn published Mass Extraction: The Widespread Power of U.S. Law Enforcement to Search
Mobile Phones (attached). Based on more than 110 public records requests, more than
12,000 pages of documents, and more than two years of research, this report is the most
comprehensive examination of law enforcement’s use of mobile device forensic tools to
date? Among the report’s findings is that more than 2,000 law enforcement agencies have

*Under Group 4b the Seattle Surveillance Ordinance process describes these tools as “Computer, cellphone
‘and mobile device extraction tools.” We use the terminology “mobile device forensic tools” as we believe it
is most technically accurate — regardless, this is the same technology that the Seattle Police Department

* Our records requests asked law enforcement agencies for three common records: purchase records,
records of use (describing in what cases and how often law enforcement agencies use mobile device
forensic tools), and policies governing use. We supplemented our research through publicly available
reporting; various open databases from city, county, and state governments; federal grantmaking
databases; and GovSpend, a database of government contracts and purchase orders, In order to assess the
technical capabilities of current mobile device forensic tools, we examined technical manuals, software
release notes, marketing materials, webinars, and digtal forensics blog posts and forums. We also visited
the office of one of the few public defenders in the US with these forensic tools (and forensic staff)
in-house.
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purchased these tools in all 50 states and the District of Columbia. State and local law
enforcement agencies have performed hundreds of thousands of cellphone extractions
since 2015, often without a warrant. Few departments have detailed policies governing
when and how officers can use this technology. The report also documents the existing
technical capabilities of today’s mobile device forensic tools, finding that the tools provide
sweeping access to personal information on a phone. Mass Extraction documents a
dangerous expansion in law enforcement’s investigatory power.

Inthese comments, we highlight four issues with law enforcement use of mobile device
forensic tools. We believe that MDFTs are simply too powerfulin the hands of law
enforcement and should not be used. Recognizing that MDFTs are already n widespread
use across the country, we conclude with recommendations that we believe can, in the
short term, reduce the use and harm of MDFTs.

1. Mobile device forensic tools are designed to be invasive. They are a
dangerous expansion of law enforcement’s investigatory power.

Every day, law enforcement agencies actoss the country search thousands of cellphones
using MDFTs, MDFTs are a powerful technology that allows police to extract a full copy of
data from a cellphone — all emails, texts, photos, location data, app data, and more —
which can then be programmatically searched. As one expert puts it, with the amount of
sensitive information stored on smartphones today, the tools provide a “window into the
soul”

Mobile device forensics s typically a two-step process: data extraction, then analysis.
'MDFTs help law enforcement accomplish both. An MDFT is a computer program and its
supplemental equipment (¢.g., cables and external storage) that can copy and analyze data
from a cellphone or other mobile device. The software can run on a regular desktop
computer, or on a dedicated device like a tablet or a “kiosk” computer. These tools are sold
by a range of companies, including Cellebrite, Grayshift, MSAB, Magnet Forensics,
‘OpenText (formerly Guidance Software), Oxygen Forensics, and AccessData.

*CM. “Mike” Adams, “Digital Forensics: Window Into the Soul” Forensic, June 10, 2019, available at
https:/fwwwforensicmag.com/518341-Digital- Forensics- Window-Into-the-Soul .
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According to records obtained from Seattle’s Police Department, SPD has spent at least
$240,000 on MDFTs from vendors including Cellebrite, MSAB, Magnet Forensics, and
Grayshift.*

Modern cellphones are a convenient combination of many tools: they’re phones, cameras,
notebooks, diaries, navigation devices, web browsers, and more. Smartphones centralize
patterns of life on a single device with seemingly endless storage. There has never been an
easier, more centralized way to access troves of personal data about individuals. MDFTs
allow law enforcement to access all of this data and more, often without individuals
understanding how much information they are handing over.

Our technical analysis of how MDFTs work and their capabilities surfaces three key points

L

MDFTs are designed to copy all of the data commonly found on a cellphone.
Mobile device forensic tools are designed to extract the maximum amount of
information possible. This includes data like contacts, photos, videos, saved
passwords, GPS records, phone usage records, and even “deleted” data. A “logical
extraction” of the phone extracts data as it is presented on the phone to the user,
while a “physical extraction” of the phone allows for law enforcement to download
data bit by bit from the phone, offering more information to be later reconstructed
and analyzed.

. MDFTs make it easy for law enforcement to analyze and search data copied

from phones. A range of features help law enforcement quickly sift through
gigabytes of data—a task that would otherwise require significantly more labor.
MDFTs can chronologically sort all information on the phone, use location data to
show every single place a person has been on a map, and use face recognition to
search every image on the phone for a specific person. The tools allow for keyword
searches of all data, sorting by file type regardless of its location on the phone (e.g.,
all of the images on a phone, regardless where they came from) and even create
networked graphs to show social relationships.

MDFTSs can circumvent most security features in order to copy data. MDFTs
exploit the security vulnerabilities or design flaws presentin a wide range of

“This number comes from public records requests and is listed in the Appendix of Mass Extraction.
https:/fww.upturn.org/work/mass-extraction/#. This total is an undercount, given that our public
records project concluded in 2020 and SPD has likely renewed MDFT licenses and purchased new MDFTs
in2020,2021, and 2022.
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phones. Even in instances where full forensic access is difficult due to security
features like strong password protection, mobile device forensic tools can often still
extract meaningful data from phones. MDFTs take advantage of the fact that, in
order to balance convenience and security, phones don’t actually encrypt all data
on a device. When all else fails, vendors offer “advanced services” in which the
phoneis sent to a vendor’s lab for intensive unlocking attempts.

1n 2018, the Seattle PD purchased 20 such “actions” for $33,000,* and email records
show them using Cellebrite to unlock various iPhones within days or weeks.® For
example, SPD sent Cellebrite an iPhone X with an unknown 6-digit passcode in
August 2018: Cellebrite received it on August 24, began processing on August 28,
finished processing on September 12, and shipped it back the same day. Cellebrite
Premium allows law enforcement to bring these advanced unlocking capabilities
in-house for $75,000 to $150,000, based on the frequency of use.”

Ultimately, MDFTs offer law enforcement a powerful window into almost all data stored
on—or accessible from — a cellphone, including substantial amounts of data that regular
users cannot see. Data extracted by an MDFT can be stored indefinitely and repeatedly
searched. This would be like allowing law enforcement to repeatedly and indefinitely
search a person’s home, without that person knowing. MDFTs provide sweeping access to
personal information on a phone, enabling “an extent of surveillance that in earlier times
would have been prohibitively expensive.”® In many circumstances, this access can be
disproportionately invasive compared to the scope of evidence being sought and poses an
alarming challenge to existing Fourth Amendment protections.

2. MDFTs are used as a general purpose investigative tool, even when the
offense has no digital component.

‘The emergence of MDFTs represents a dangerous expansion in law enforcement’s
investigatory powers. In 2011, only 35% of Americans owned a smartphone.” Today, it’s at

# See Seattle Police Department Purchase & Supply Request,

https://beta. documenteloud.org/documents/20394507-installment_10L.

¢ See Seattle Police Department, Cellebrite Advanced Services emails,
https://beta.documenteloud.org/documents/20394508-installment_S1.

7 Cellebrite, “Premium access to all i0S and high-end Android devices,” available at
https://cf-media.cellebrite.com/wp-content/uploads/2020/07/ProductOverview. CellebritePremium.pd.
* United States v. Garcia, 474 F.3d 994,998 (7th Cir. 2007).

? Pew Research Center, “Mobile Fact Sheet,” june 12, 2019, available at

https:/fwww pewresearch.org/internet/fact-sheet/ mobile/.
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least 81% of Americans.® Moreover, many Americans — especially people of color and
people with lower incomes — rely solely on thei cellphones to connect to the internet.*
For law enforcement, “[m]obile phones remain the most frequently used and most
important digital source for investigation.”” Seattle PD remarked in their own impact
assessment that roughly 63% of investigations include digital evidence as part of the
investigation.” While that percentage may seem high, if anything, it is a significant
undercount of how often law enforcement agencies use MDFTs.

The records we've obtained demonstrate that law enforcement agencies use MDFTs as an
all-purpose investigative tool for a broad and growing array of offenses. Law enforcement
use MDFTs to investigate not only cases involving major harm, but also for graffiti,
shoplifting, marijuana possession, prostitution, vandalism, car crashes, parole violations,
petty theft, public intoxication, and the full gamut of drug-related offenses. Through our
public records request, we received documentation from SPD that they conduct phone
searches for offenses spanning from murder to robbery, violation of pretrial conditions of
release, gun possession, and drug charges. This contradicts SPD’s own claim that these
tools are used for “collecting evidence related to serious and/or violent criminal activity.”™
Given how routine these searches are today, together with racist policing policies and
practices, it's likely that these technologies disparately affect and are used against
communities of color.

3. There are virtually no policies in place governing the use of these
powerful tools.

In response to our records request, SPD did not provide us with any specific policies
governing the use of MDFTs. Instead, SPD only provided general policies on searches,
search warrants, and an irrelevant policy on locating a cellphone during an emergency.
SPD’s impact assessment only states that officers rely on warrants or consent for searches,

* 14, (Noting 96% own a cellphone of some kind.)

¥ Camille Ryan, U.S. Department of Commerce, Economics and Statistics Administration, U.S. Census
‘Bureau, “Computer and Internet Use in the United States: 2016,” American Commaunity Survey Reports,
August 2018; Jamie M. Lewis, Handheld Device Ownership: Reducing the Digital Divide?, March 2017,
https:/fwww.census gov/library/working-papers/2017/ demo/SEHSD-WP2017-04 html.

® Cellebrite Annual Industry Trend Survey 2019: Law Enforcement, at 3.

2022 Surveillance Impact Report — Computer, Cellphone, and Mobile Device Extraction Tools, Seattle
Police Department, at 4, available at
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and does not describe any other policies to safeguard people’s rights.” Indeed, SPD says
that “[als it relates to extraction tools themselves, use is authorized, and constrained, only
by consent or search warrant.”™ Section 4 of this testimony will describe in greater detail
the profound limitations of consent and search warrants as measures to “safeguard
people’s rights.”

As described in these comments already, MDFTs are some of the most powerful tools at
law enforcement's disposal; and based on the available evidence, SPD has no policy to
‘monitor, track, control, oversee, or even attempt to account for their use of these tools.
This surveillance technology oversight processis an opportunity for the council to remedy
this. Council must act to curb SPD's use of these tools and to protect the rights of Seattle
residents.

Policies governing MDFTs should have specific requirements for how law enforcement
write warrants and search phones, in order to guard against overbroad searches that
violate peoples’ rights. The Fourth Amendment requires warrants to describe with
particularity the places to be searched and the things to be seized. This “particularity
requirement” was designed to protect against “general warrants,” such that law
enforcement could not indiscriminately rummage through a person’s property. While
police departments’ policies obtained by Upturn acknowledge the need to have a sound
legal basis to search a phone (via consent or search warrant), few provide more clarity or
direction beyond this general acknowledgement. When law enforcement downloads an
entire copy of a person’s phone, they violate the particularity requirement and leave
individuals vulnerable to overbroad searches of their private activities, communications,
and thoughts.”

In order for a cellphone search warrant to abide by the requirements of the Fourth
Amendment, it must, at a minimum:

© Specify the particular items of evidence to be searched and seized from the phone;

© Ensure that the nexus between each category of information on a cellphone — such
as texts, photographs, or emails — and the alleged criminal activity is specific and
clear (cellphone search warrants must be based on more than the fact thata
defendant possesses a phone);

E1d
1d, 15.
¥ See an extended discussion of this in Section 4.
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o Strictly limit search authorization to the narrowest time period for which probable
cause has been properly established;

o stictly prohibit a search of “any and all data,” or of a laundry list of data on a
phone; and

© Forswear reliance upon the plain view exception and general statements that say
because digital data might possibly be disguised or manipulated, law enforcement
must be able to search the entirety of a cellphone.

Aspecific cellphone search warrant policy should ideally describe these minimum
features.

Further, SPD’s current policies have no clear limits on data retention, or how that data may
be used beyond the scope of an immediate investigation. Unlike a physical search of
someone’s home, once a copy of a person's phone has been downloaded, law enforcement
can hold onto and repeatedly search that copy forever. Absent specific policies or laws that
require notifying someone that their phone has been searched, it would be impossible for
those under investigation to know of —let alone challenge — situations where law
enforcement continues torifle through previously extracted data for new or unrelated
investigations.

Additionally, without specific prohibitions, law enforcement could copy data from
someone’s phone — say, their contact list— and add that information into a far-reaching
police surveillance database that may harm an individual and their contacts for years to
come. SPD might share information with other law enforcement agencies in the King
County area, the state of Washington, or with other states and the federal government.*
Law enforcement should also not be able to indiscriminately use cloud data extraction
tools, which can access information that is not locally stored on the phone (SPD also has
no policies for these tools).

There are a handful of state laws that do prescribe evidence retention periods specifically
for digital evidence obtained from cellphones. For example, New Mexico’s recently enacted
Electronic Communications Privacy Act requires that “any information obtained through
the execution of the warrant that is unrelated to the objective of the warrant be destroyed
within thirty days after the information s seized and be not subject to further review, use

*The Wisconsin Supreme Court recently held that cellphone evidence obtained from a consent search in
one jurisdiction can be shared with other law enforcement agencies pursuing unrelated investigations,
‘without needing new legal authorization. See State v. Burch, 2021 W1 68, 961 N.W.2d 314 (Ws. 2021).

2
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or disclosure.”” The City of Seattle, too, should adopt meaningful limitations on retention
of digital evidence.

4. Law enforcement regularly use MDFTs without a warrant — but even
with warrants, little is done to minimize the harm of invasive searches.

102014, the Supreme Court held in Riley v. California that in order to search a cellphone,
police must get a warrant.® However, courts have long held that “consent searches” are an
exception to the Fourth Amendment’s warrant requirement. Records Upturn obtained
show that, for some agencies, law enforcement regularly rely on a person’s consent as the
legal basis to search cellphones. For the cellphone searches SPD documented and
conducted between 2017 and 2019, one-third were consent searches.

However, “consent searches” are inherently coercive. Due to power and knowledge
imbalances between residents and law enforcement, there is enormous disincentive to
refuse to give consent, and itis much worse for people of color who are under threat of
police violence. In fact, many states ban consent searches at traffic stops, and California™
and New Jersey™ have banned consent searches for minors, in order to address this
racialized power imbalance. A recent study designed “specifically to examine the
psychology of consent searches” highlights the problems in relying on a so-called
“reasonable person” to adjudicate the lawfulness of consent searches.* Participants were
brought nto a laboratory and presented with a “highly invasive request: to allow an
experimenter unsupervised access to their unlocked smartphone.” More than 97% of
participants handed their phone over to be searched when requested — even though only

¥ See https:/jnmlegis.gov/Sessions/19%20Regular/final /SB0199.pdf. Similarly, California’s Electronic
Communications Privacy Act allows judges to, at their discretion, “require that any information obtained
through the execution of the warrant or order that is unrelated to the objective of the warrant be destroyed
as so0n as feasible after the termination of the current investigation and any related investigations or
proceedings.” See https:/fleginfo legislature.ca gov/faces/billNavClient.xhtmiZbil_id=2015201605BI78.

* Riley v. California, 573 U.S. 373 (2014).

 See John M. Broder, “California Ending Use of Minor Traffic Stops as Search Pretext,” New York Times, Feb.
28,2003, available at

https:/fwww.nytimes.com/2003/02/28/us/california-ending use-of-minor-traffc-stops-as-search- pretext
html and California Senate Bill 203.

‘https://leginfo.legislature.ca.gov/faces/bill TextClient.xhtml?bill id=20192020058203

* Roseanna Sommers, Vanessa K. Bohns, The Voluntariness of Voluntary Consent: Consent Searches and the
‘Psychology of Compliance, 128 Yale L.]. 1962 (2019).
*1d,1980.
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14.1% of a separate group of observers said that a “reasonable person” would hand over
their phonein such a situation. This study reveals that there is a profound, “systematic
bias whereby neutral third parties view consent as more voluntary, and refusal easier, than
actors experience it to be.”™

Additionally, MDFTs are not well understood by the public, and they are able to extract
‘much more data than most people would assume. Many people may give consent to police
to see their text messages or another specific category of data with the assumption that
police will simply look at the phone manually, while police actually perform full
extractions using MDFTs and retain data indefinitely. Consent searches of cellphones are
especially egregious as people do not know the extent of the information they are giving
away, and how that information will be searched and retained.

Warrants are not much better. As part of Upturn’s public records research, we obtained
and studied hundreds of search warrants that authorized law enforcement to search
cellphones using MDFTs. Many of these warrants authorized a search of “any and all data”
ona cellphone. Others authorized a search of a laundry list of effectively every type of data
one could plausibly find on a cellphone. Others authorized a “full extensive download
and/or search of the [phone] to include all compartments, and items within the electronic
devices that may contain contraband or evidence of the crime, and the data stored within
said devices.” Still others authorized a search of a cellphone for “evidence related to this
[narcotics offense] and other criminal offenses.” And for many, regardless of the precise
words used, the nexus between a phone’s data and the alleged offense was tenuous.
Repeatedly, across the country, we saw search warrants that authorized an unlimited,
unrestricted search of a cellphone.

Relatedly, few policies provide guidance on what examiners should dof they encounter
potential evidence of another crime that is not detailed in the initial search warrant. Using
asearch warrant to look for digital evidence of one potential crime, only to then search for
digital evidence of a different crime is unconstitutional. Without clear and enforced
guidance, law enforcement could go on a “fishing expedition” in search of evidence of any
crime, far beyond the original justification for a search. We observed only two policies that
provided any guidance on this point.”

*1d,2t1980.
*1d,2t2019.

* For example, the Santa Clara District Attorney’s Office advises that f an “[¢]xaminer discovers evidence
of another crime() thatis outside the scope of the submitted search warrant, the Examiner may continue
the examination for items named in the warrant. The Examiner should contact the submitting agency
‘andor the prosecutor handling the case for guidance before conducting any searches for evidence not

9
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The risk of overbroad searches is especially worrying given the fact that its nearly
impossible for those outside of law enforcement — such as defense lawyers — to repeat
the steps that a forensic examiner took and to audit the scope of a search. A handful of
agency policies do require examiners to document how a search was conducted, but the
Level of documentation required is still unlikely to allow a defense lawyer to meaningfully
audita search.

Legal scholars and courts have wrestled with the problems of overbroad digital searches
for decades.® I's especially striking, given the prominence of these legal debates, that law
enforcement agencies including Seattle Police Department have largely allowed officers
and forensic examiners to search cellphones without detailed policies and with few
constraints. SPD asserts that their cellphone searches are restricted to consent searches
and warrants® — in practice, this means that residents of Seattle have no protections
against overbroad violations of their rights.

‘named in the original warrant.” See Santa Clara District Attorney’s Office, Santa Clara County Crime
Laboratory Computer Forensic Standard Operating Procedures,
https://beta.documenteloud.org/documents/20394644-2019-08-19-pra-resp-email-att-standard-operatin
g-procedures-rev-26-112820181. As another example, the San Diego Police Department says that if “an
‘examiner discovers evidence of another crime() thatis outside the scope of the submitted legal authority,
the examiner will notify the assigned prosecutor and/or submitting investigator of the discovery and
nature of any evidence of other crime(s) outside the scope of the original search warrant.” See San Diego.
Police Department, Forensic Technology Unit Manual,
https://beta.documenteloud.org/documents/20392583-forensic- technology-unit-manual-082218-current.
 See, g, Paul Ohm, Massive Hard Drives, General Warrants, and the Power of Magistrate Judges, 97 Va. L. Rev.
In Brief 1 2011); James Saylor, Computers s Castles: Preventing the Plain View Doctrine From Becoming a
Vehicle for Overbroad Digital Searches, 79. Ford. L. Rev. 2809 (2011); Eric Yeager, Looking for Trouble: An
Exploration of How to Regulate Digital Searches, 66 Vand. L. Rev. 685 (2013); Andrew D. Huynh, What Comes
after Get « Warrant: Balancing Particularity and Practicality in Mobile Search Warrants Post-Riley, 101 Cornell L.
Rev. 187 (2015); Adam Gershowitz, The Post-Riley Search Warrant: Search Protocols and Particularity in
cellphone Searches, 69 Vand. L. Rev. 585 (2016); Michael Mestitz, Unpacking Digital Containers: Extending
Riley’s Reasoning to Digital Files and Subfolders, 69 Stan. L. Rev. 321 (2017); Sara J. Dennis, Regulating Search
Warrant Execution Procedure for Stored Electronic Communications, 86 Ford. L. Rev. 2993 (2018); Laura
Donohue, Customs, Immigration, and Rights: Constitutional Limits on Electronic Border Searches, 128 Yale L.J.
Forum 961 (2019); Laurent Sacharoff, The Fourth Amendment Inventory as a Check on Digital Searches, 105
Towa L. Rev. 1643 (2020); Cameron Cantrell, A Dignitary Fourth Amendment Framework and Its Usefulness for
Mobile Phone Searches, 25 Va. L. & Tech 242 (2022).

2022 Surveillance Impact Report — Computer, Cellphone, and Mobile Device Extraction Tools, Seattle
Police, available at

10
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5. MDFTs are too powerful in the hands of law enforcement. Recognizing
that they are already in widespread use across the country, several
policies must be enacted to limit how MDFTs expand law enforcement’s
investigatory power.

We believe that MDFTs are simply too powerful in the hands of law enforcement and
should not be used. But recognizing that MDFTs are already in widespread use across the
country, we offer a set of preliminary recommendations that we believe can, in the
short-term, reduce the use and harm of MDFTs in Seattle:

o Ban the use of consent searches of mobile devices. Police consent searches in any
context are troubling, but the power and information asymmetries of cellphone
consent searches are egregious and unfixable. Accordingly, policymakers should
ban the use of consent searches of cellphones.®

As explained in Section 4, the doctrine underlying “consent searches” is a legal
fiction." When courts pretend that “consent searches” are voluntary, they fail to
account for the important racial differences in how individuals interact with law
enforcement.™ As one scholar noted, “many African Americans, and undoubtedly
other people of color, know that refusing to accede to the authority of the police,
and even seemingly polite requests—can have deadly consequences.”® Given the
extreme power asymmetries, it’s a “simple truism that many people, if not most,
will always feel coerced by police ‘requests’ to search.” Further, most of the

* California’s Racial and Identity Profiling Advisory Board recently suggested that policymakers should
“should consider prohibiting consent searches of cell phones.” See Racial & Identity Profiling Advisory
Board, Racial & Identity Profling Advisory Board Annual Report 2022, 112 (January 2022).

* Ric Simmons, Not “Voluntary” but Still Reasonable: A New Paradigm for Understanding the Consent Searches
Doctrine, 80 Ind. L.]. 773, 775 (2005) (“Over 90% of warrantless police searches are accomplished through
the use of the consent exception to the Fourth Amendment.”)

* Tracey Maclin, “Black and Blue Encounters” Some Preliminary Thoughts About Fourth Amendment Seizures:
‘Should Race Matter?, 26 Val. U. L. Rev. 243, 248 (1991). (“Instead of acknowledging the reality that exists on
the street, the Court hides behind a legal fiction. The Court constructs Fourth Amendment principles
‘assuming that there is an average, hypothetical person who interacts with the police officers. This notion ..
ignores the real world that police officers and black men live in.”)

* Marcy Strauss, Reconstructing Consent, 92 J. Crim. L. & Criminology 211, 242-243 (2001). (“Given this sad
history, it can be presumed that at least for some persons of color, any police request for consent to search
‘will be viewed as an unequivocal demand to search thatis disobeyed or challenged only at significant risk
of bodily harm.”) Indeed, as another scholar argued, the “consent search doctrine is the handmaiden of
racial profiling.” See George C. Thomas I, Terrorism, Race and a New Approach to Consent Searches, 73 Miss.
L.J. 525, 542.(2003).

*Marcy Strauss, Reconstructing Consent, 92.] Crim. L. & Criminology 211, 221.(2001)

1
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“consent to search” forms Upturn obtained from law enforcement agencies don’t
clearly specify how they will search the phone, the tools they'll use, or the extent of
the search*

Some believe that officers should provide warnings to ensure consent searches are
voluntary. Such warnings would inform the subject of the search that they are
being asked to voluntarily, knowingly, and intelligently consent to a search. But
‘warnings are not enough. One study found that participants who received a
warning about their right to refuse a consent search were just as likely to comply
with the search.* This is also consistent with an earlier analysis of data collected
from the Ohio Highway Patrol on motor vehicle stops, which found no decrease in
consent rates after a law requiring warnings was introduced.”

Banning consent searches is not a new suggestion.” Nor is it a perfect solution, as
it’s easy for law enforcement to obtain a search warrant. But banning consent

searches of cellphones can help limit police discretion, limit the coercive power of
police, and minimize the amount of information that can be collected from people

* The Denver Police Department’s consent form mentions that devices may be submitted “to the computer
forensic laboratory for copying and examination.” See
https://beta.documenteloud.org/documents/20390003-consent.-for-search-of-cell-phone- tablet. The
‘Tampa Police Department’s mentions that “this search may require the temporary utilization of software
and/or hardware.” See

https://beta. documenteloud.org/documents/20393153- tpd-form-142-e-consent- to-search-electronic-medi
a-devices-english. The Colorado State Patrol’s consent form mentions that they can “submit the electronic:
device described below to a computer/electronic forensic examiner ... who has specialized training
necessary to conduct such an examination.” See
https://beta.documenteloud.org/documents/20391059-csp-343-consent- to-search-electronic-device. The
linois State Police’s consent to search form mentions that their search “may include the
duplicationimaging and complete forensic analysis of any data contained within the internal, external,
andlor removable storage media of this device.” See
https://beta.documenteloud.org/documents/20391550-img_000L.

* Roseanna Sommers, Vanessa K. Bohns, The Voluntariness of Voluntary Consent: Consent Searches and the
Psychology of Compliance, 128 Yale L. J. 1962, 2000 (2019).

* lllya Lichtenberg, Miranda in Ohio: The Effectsof Robinette on the “Voluntary” Waiver of Fourth Amendment
Rights, 44 HOW. L] 349 (2001) (Examined highway stops in Ohio between 1987 and 1997, During that time
period, the state introduced a law requiring police to inform motorists that they were free to leave before
requesting consent. Lichtenberg found no decrease in consent rates among motorists before versus after
the reform was adopted.)

* For example, the New Jersey Supreme Court outlawed consent searches during trafic stops where no.
reasonable suspicion exists. The California Highway Patrol banned its use of consent searches as part of a.
broader class action lawsuit brought because of racial profiling. And in Rhode Island, by law, “[njo operator
or owner-passenger of a motor vehicle shall be requested to consent to a search by a law enforcement
officer of his or her motor vehicle, thatis stopped solely for a traffic violation, unless there exists reasonable
suspicion or probable cause of criminal activity.”
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under investigation. Seattle City Council should ban consent searches of
cellphones.

© Require easy-to-understand audit logs. Seattle City Council should require that
mobile device forensic tools used by law enforcement have clear recordkeeping
functions, specifically, detailed audit logs and automatic screen recording. With
such logs, judges and others could understand the precise steps that law
enforcement took when extracting and examining a phone, and public defenders
would be better equipped to challenge those steps. Audit logs and screen recordings
would document a chronological record of all interactions that law enforcement
‘had with the software, such as how they browsed through the data, what search
queries they used, and what data they could have seen. This information would be
stored in the MDFT itself as a log that s easily shareable with auditors, judges, and
defenders.

‘There is an extreme power and resource imbalance between public defenders and
law enforcement in general,” and especially when it comes to digital evidence. Few
public defenders have access to MDFTs. Instead, defenders are forced to examine
forensic reports that are thousands of pages long and “easily navigable only if you
‘have a forensic company’s proprietary software”— which they can rarely afford.
Further, defenders and judges often have no way of knowing whether law
enforcement actually stayed within the bounds of a search warrant for a phone. For
courts, simply taking law enforcement’s word for it should be insufficient —lying

* Research has demonstrated that fewer than 30 percent of county-based and 21 percent of state-based
‘public defender offices have enough attomeys to adequately handle their caseloads. See Bureau of Justice
Statistics, Lynn Langton and Donald Farole Jr., County Based and Local Public Defender Offices, 2007
(2010, 8, https://www.bjs.gov/content/pub/pdf/clpdo07.pdf; Bureau of Justice Statistics, Lynn Langton
and Donald Farole Jr, State Public Defender Programs, 2007 (2010), 12,
hetps://bjs.ojp.gov/content/pub/pdf/spdp07.pd. Also see Justice Policy Institute, System Overload: The costs
of Under-Resourcing Public Defense, 2011, available at
+justicepolicy.org/uploads/justicepolicy/documents/system._overload._final.pdf; American Bar
ideon’s Broken Promise: America’s Continuing Quest for Equal Justice (2004); Bryan Furst, A
ieving Indigent Defense Resource Parity, Brennan Center, September 9, 2019, available at
https://www brennancenter.org/sites/default/fles/2019-09/Report A%20Fair320Fight.pdf.
“° Kashmir Hill, “Imagine Being on Trial. With Exonerating Evidence Trapped on Your Phone.” New York
‘Times, November 22, 2019, available at
https:/fwww.nytimes.com/2019/11/22/business/law-enforcement-public- defender-technology-gap-html.
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under oath s endemnic to the institution of American policing." Thus, audit logs
‘would be especially helpful for defenders trying to suppress evidence that was
obtained illegally.

‘This recommendation even comports with principles articulated by law
enforcement associations,like the Association of Chief Police Officers, which has
said that “[a]n audit trail ... of ll processes applied to digital evidence should be
created and preserved. An independent third party should be able to examine those
processes and achieve the same result.® Seattle Police Department even wrote that
“all device utilization is documented and subject to audit by the Office of Inspector
General and the federal monitor at any time.”* Having these logs ensure that
actual, detailed audits are possible.

‘The critical caveat s that audit logging is unlikely to be an effective tool for broad
transparency and police accountability. This tool will not necessarily improve
police behavior, but on a case-by-case basis, this tool could give public defenders

See, g, Irving Younger, “The Perjury Routine,” The Nation, May 8, 1967; Myron R. Orfield, The
Exclusionary Rule and Deterrence: An Empirical Study of Chicago Narcotics Officers, 54 Chi. L. Rev. 1016 (1987);
Commission to Investigate Allegations of Police Corruption and the Anti-Corruption Procedures of the
Police Department, City of New York, Commission Report (1994) at 38; Stanley Fisher, “Just the Facts,
Maam” Lying and the Omission of Exculpatory Evidence in Police Reports, 28 N. Eng. L. Rev. (1993); Joseph
‘Goldstein, “‘Testilying’ by Police: A Stubborn Problem,” The New York Times, March 18, 2018, available at
https:/fwww.nytimes.com/2018/03/18/nyregiontestilying-police-perjury-new-york.html; Peter Keane,
“Why cops lie,” San Francisco Chronicle, March 15, 2011; Michael Oliver Foley, Police Perjury: A Factorial
Survey, (2000); Samuel Gross, et al., Government Misconduct and Convicting the Innocent: The Role of
‘Prosecutors, Police and Other Law Enforcement, National Registry of Exoneration, September 1, 2020, available
at
https:/fwww.lawumich.edu/special/exoneration/Documents/Government_Misconduct_and_Convicting_t
he.Innocent pdf.

@ Association of Chief Police Officers, APCO Good Practice Guide for Computer based Electronic Evidence,
March 2012, available at

https:/fwwwdigital-detective net/digtal-forensics- documents/ACPO_Good_Practice_Guide._for_Digital_Bv
idence_vS.pdf. Alsosee: Rick Ayers, Sam Brothers, Wayne Jansen, Guidelines on Mobile Device Forensics, NIST
Special Publication 800-101, Revision 1, National Institute of Standards and Technology, May 2014,
available at https/nvipubs.nist gov/nistpubs/SpecialPublications/NIST.SP.800-101rL pdf. (noting that
“[plroper documentation is essential in providing individuals the ability to re-create the process from
beginning to end.”); Scientific Working Group on Digital Evidence, SWGDE Best Practices for Mobile Phone
Forensics, Feb. 11, 2013, available at

hetps://drive. google.com/open?id=18dwENQNzthEa0GIGLSUeDxZxeDEeUc-3 (noting that documentation
should include “sufficient detail to enable another examiner, competent in the same area of expertise, to
repeat the findings independently.”).

 Computer, Cellphone, and Mobile Device Extraction Tools. Seattle Police Department.
https:/fwww:seattle. gov/documents/Departments/Tech/Privacy/ Computer¥%2C?%20Cellphone%2C%20%2
6%20Mobile%20Data%20Extraction?200ne%20Pager.pdf
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and judges a significantly clearer window into the nature and extent of cellphone
searches.

© Enact robust data deletion and sealing requirements. Seattle City Council
should require law enforcement to delete any extracted cellphone data thatis not
related to the objective of the warrant within thirty days of the date the information
is obtained.* In addition, for cases that result in a conviction, data that was
deemed relevant should be sealed at the conclusion of the case. For other cases,
where charges are dismissed or do not result in conviction, all data should be
deleted, relevant or not. Data deemed relevant in one case should never be used for
general intelligence purposes or used in unrelated cases.

In the absence of clear law or policy, law enforcement could use personal
information like contact ists, photos, and location data to fuel harmful police
survellance systems. This is true not only for the person whose phone was
searched, but also for anyone they have used their phone to contact— friends,
family, colleagues, or even new acquaintances. Cellphone searches are unlike
traditional seizures because law enforcement extracts all of the data on the device
and only after this seizure do they search for case-relevant information.
Maintaining information outside the scope of the warrant is akin to law
enforcement maintaining the ability to indefinitely and limitlessly search a home.

© Require public logging of SPD use of MDFTs. The City of Seattle should require
public reporting and logging of how law enforcement use mobile device forensic
tools. These records should be released at least monthly, as this would allow more
immediate access to information by advocates, policymakers, and the public
seeking to understand the capabilities and practices of their police agency. Agencies
should additionally release annual reports on overall department usage.

‘These records should include aggregate information such as:

© How many phones were searched in a given time period.
© Whether those searches were by consent (though consent searches should
bebanned), or through a warrant.

© Warrant numbers associated with searches, when applicable.
o The types of offenses being investigated.

“The only exception should be for exculpatory information.
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©  How often MDFTs led to successful data extractions.

o Explanations for any failed extractions.

©  Which tools were used for extraction and analysis, and their version
numbers.

Conclusion

Mobile device forensic tools are far too powerful to be in the hands of law enforcement.
Phones centralize more information about a person than previously possible and MDFTs
are designed to extract the maximum amount of information from them. The racial
disparities in who police target for searches and surveillance mean that Black and brown
people living in Seattle are far more likely to be harmed by cellphone searches. That these
tools have no real limits or policies governing their use is untenable.

Short of an outright ban of MDFTS, there are many ways to immediately reduce the harm
these tools currently create: Audit logs, clear public logging, data deletion, and sealing can
reduce the scale at which MDFTs create and exacerbate harm. Banning consent searches in
general, and especially for cellphones, would protect individuals from coercive searches by
police and from unwittingly turning over essentially all of their personal information.

Thope that this information is useful to the Council and Surveillance Working Group.

Thank you for the opportunity to comment on these technologies.

Sincerely,

e Y

Urmila Janardan
Policy Analyst, Upturn
urmila@upturn.org
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City's Surveillance Ordinance Virtual Event
Wednesday, April 27, 3-4:30 p.m.

by Seattle IT on April 25,2022

The City will host the first of two virtual presentations related to the City’s Surveillance
Ordinance this Wednesday, April 27 at 3 p.m. The virtual event facilitates the public comment
period and will allow attendees to engage with the technology experts and hear from City
leadership. These virtual events will take place using Webex and participants can join via
online or by phone. Links and times for the event dates below can be found on the events
calendar on the City’s Surveillance Technologies website.

For more information on the public comment period read last week’s blog post on TechTalk.

The next public virtual event will be on May 18. More information on these technologies, as
well as the City of Seattle’s Privacy program, can be found online at the City of Seattle’s
Privacy website.

Filed Under: Privacy
Tagged With: Surveillance, Surveillance technology
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Public Comment Period Opening for lechnologies
Subject to the City's Surveillance Ordinance

by Seattle IT on April 18,2022

The City of Seattle has published the fifth set of draft Surveillance Impact Reports (SIRs) for six
of the 26 currently existing surveillance technologies, per the Surveillance Ordinance.

The City of Seattle is looking for the public’s input on the SIRs to provide the City Council with
community perspective and ensure the City's policies responsibly govern the use of these.
technologies.

The public comment period is currently open and runs through May 20, 2022. There are three
ways for residents to provide input and share their concerns:

1. Residents can submit their surveillance comments on each technology online at: City of
Seattle Privacy website.

2. Seattle residents can also mail comments to Attn: Surveillance & Privacy Program, Seattle IT
PO Box 94709, Seattle, WA 98124

3.City Surveillance Technology Events: The City will hold virtual events to allow attendees to
engage with the technology experts and hear from City leadership. These virtual events will
take place using Webex and participants can join via online or by phone. Links and times for
the event dates below can be found on the events calendar on the City's Surveillance:
Technologies website. Scheduled event dates are:

Date and time:

Wednesday, Apr 27,2022 3:00 pm

Wednesday, May 18,2022 3

Webinar topic:
Group 4b Surveillance Public Meeting.

Next Date and time: Wednesday, May 18,2022 3:00 pm

Join link: https://seattle.webex.com/seattle/j.php?
MTID=m549182a7ee153d68cc332028fe94e311

Webinar number:
2497 6359688

Webinar password:
D6JhTef5KU7 (36548235 from phones)

Join by phone
+1-206-207-1700 United States Toll (Seattle)
+1-408-418-9388 United States Toll

Accecs code: 248 062 39194
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Seattle Information Technology
700 5* Ave, Suite 2700

Seattle, WA 98104

RE: ACLU of Washington Comments on Group 4b Surveillance
Technologies

On behalf of the ACLU of Washington, we write to offer our comments
on the surveillance technologies included in Group 4b of the Seattle
Surveillance Ordinance implementation process.

The six Seattle Police Department (SPD) technologies in Goup 4b ate
covered in the following order

GeoTime

Mobile Device Extaction Tools
Camera Systems

Remotely Operated Vehicles
Crash Data Retrieval Tool
Tracking Devices

LT

These comments should be considered preliminaty, given that the
Surveillance Impact Reports (SIR) for each technology leave a number of
important questions unanswered. Specific unanswered questions for each
technology ate noted in the comments relating to that technology. Answers
to these questions should be included in the updated STRs provided to the
Community Surveillance Working Group and to the City Council prior to
their review of the technologies

GeoTime

1 Background

GeoTime is a geospatial analysis software that visually maps data over space
and time. Tt raises serious privacy and civil liberties concerns. These
concens are three-fold. First, GeoTime’s data aggregation and analysis
features ate incredibly invasive. They enable law enforcement to gather and
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ceate correlations between large amounts' of personal data from numerous
soutces at a time, including call detail records, mobile forensic data, GPS,
location-tracking data, and social media data, creating very detailed,
personalized maps of people’s lives *

Secondly, GeoTime’s capabilities are excessively broad and intrusive. Tt
creates links between people and reveals “patterns of behavior and
relationships between seemingly unconnected events and entities,”
producing a dragnet that potentially captures the private data of those not
involved in the crime or event being investigated. It may therefore implicate
innocent individuals in a crime.

Lastly, and relatedly, GeoTime may be used to surveil and ultimately chill
constitutionally protected activities concerning religion, expression, and
assembly. For example, GeoTime advertises a “Trip Counter” featute,
which enables users to “find new locations of intetest [e.g. 2 mosque, an
abortion clinic, or the site of an anti-police violence rally] and get quick
answers. Who visited? How many times? When was each visit2”*

SPD has access to a potentially wide vasiety of undisclosed GeoTime
products with various surveillance functionalities. GeoTime is owned by
UnCharted Software, which sells a number of GeoTime products with
various surveillance functionalities. The STR does not disclose which
GeoTime products SPD owns. At the 5/18/22 public engagement meeting
with SPD, following up from a question asked at the first public
engagement meeting on 4/18/22, the SPD representative stated that SPD
owns two GeoTime Desktop licenses on computers secured in the Tntel
Unit and seven GeoTime Glimpse licenses that allow web access to the
portal * According to the SPD representative, three detectives have access
to GeoTime and there is one detective who accesses it regularly*

Though the SIR does not disclose GeoTime Desktop’s functionalities or
how they work,” there is evidence that SPD can use GeoTime to analyze

+ On its website, GeoTime advertise that s “Entespeise” prodct can “handle millons of
recozds a once " “Geo Time Enterpsise,” GesTime, Accessed May 12, 2022,

hitp: /s geotione com/etesprise.

* The GeoTime website advertises thatits “Desktop” prodict can “layer datasets to
provide 2 compreheasive pictuce of activity.” See “GeaTime Enterprise.”

 “GeoTime fo Aalyss of Beluavior in Time 2ad Geograpky,” Oculu Ifo Tnc, 2011,
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soctal media data. At the 5/18/2022 public engagement meeting, the SPD
representative, following up from a question at the first public engagement
meeting, stated that SPD does not use the social media analysis
fanctionality of GeoTime * However, it remains unclear which of the
remaining functionalities SPD does use. It should be noted that although
SPD states they do not use the social media analysis functionality, it is
unclear whether they can still input social media data into GeoTime in
order to gain insights via the other fanctionalities such as the mobile device
forensic analysis fanctionality. This functionality ostensibly analyzes data
extracted from people’s phones, which SPD has the capability to do with
their mobile device extraction tools® ‘This strongly suggests that even
without the social media anlysis functionality, analysis of social media data
is nevertheless something SPD can capably do with GeoTime, given that
99% of people access their social media from their mobile phone.® Itis
noteworthy that GeoTime Desktop can import data from Cellebrite, " one
of the mobile device extraction tools that public records show SPD owns
or has owned in the past

In general, SPD provides a vety general and vague explanation of
GeoTime's capabilities in the SIR that does not meaningfully convey the
vast number of souces of personal and private data that SPD can
aggregate and analyze within GeoTime, and the kinds of outputs it
genertes. The GPS analysis functionality alone, for example, can use the
following data soutces: automated license plate readers, transit pass,
automated toll pass, crime incident data, witness/informant statements, in-
vehicle GPS system, Google location history, Uber/Lyft location reports,
and on-board vehicle data (¢ &, odometer, speed, location logs, saved
locations/routes, connected devices/meda, call logs), among others *

Despite how powerful this tool i, the STR does not indicate use cases for
GeoTime, or define limitations on the kinds of data soutces that SPD can
input There is also a lack of clarity on the oversight measures in place, such
as whether GeoTime has audit logs and what data those logs might collect
When asked at the 5/18/22 public engagement meeting about the last time

https: /s sestle gor/ docrments/ Depastments Tech Privacy/DRAFTY20STR%20-
0%20Geotime pdf.
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Aoble Device Estracton Tool” Accessed Juse 1, 2022,

hitps: /s setle gor/ docments/ Depastments, Tech, Privacy /DRAFTYA20STRY:20-
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OTools pdf

# Dexn, Brian, BackLinks, “Soeial Network Usage & Growth Statstics: How Masy People

Use Social Media in 2022, 2021, bitps:/ /backlinko com/ social-medis-usecs.
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to the Office of Inspector General (OIG), which strongly suggests that no
audit has been done by OIG, and certainly no audit conducted by SPD’s
Audit, Policy, and Research Section (APRS—SPD's auditing body) or the
federal monitor.* Moreover, the SIR does not indicate there are any
validation measures for the data inputs, or outputs such as images,
animated videos, or PowerPoint files of mapped data. When asked at the
5/18/22 public engagement meeting whether there are measures in place to
verify the accuracy of GeoTime data and analyses, the SPD representative
stated that this verification is part of the normal investigative process, and
an SPD officer will validate GeoTime data and analyses > This is troubling,
given that GeoTime enables SPD to annotate maps/graphics & edit
visualizations used as the output. It s also concerning because one of the
supported file formats for imported data is an Excel fle format, which can
be edited ** This means SPD can modify or fabricate records that GeoTime.
analyzes. Without a way to track SPD’s movements inside the application, it
is hard to know whether data or the output has been tampered with or
manipulated. This has high costs given that outputs ate shared in court
presentations, used as evidence, etc.

Another concern is the lack of clarity regarding how SPD obtains the data
that GeoTime analyzes. For example, the SIR states that the data are
obtained by investigators “under the execution of court ordered warrants,
including data from cellular providers and from data extracted from mobile
evices,” and it cites to the Mobile Device Extraction Tools SR 7
However, this contradicts what is actually written in the Mobile Device
Exstraction Tools SIR, which is that mobile device forensic data can also be
obtained via consent agreement with the mobile device owner.* Clarity is
needed as to whether data can be obtained based on consent alone, what
data can be obtained under consent agreement as opposed to search
warrant, and under what circumstances. Moreover, there must be policies in

place

Finally, there is 2 lack of clarity about who at SPD has access to GeoTime
data inputs and outputs, with which entities outside SPD those data are
shared (including law enforcement agencies outside the state), and how
those data are shared. When asked about this at the 5/18/22 public
engagement meeting, the SPD representative stated that SPD does share
case info with other law enforcement agencies as it relates to

M City of Seattls IT Depastmeat, “Grorp 4b Sucveilance Technologies Prblic Mesting
#om
" Thid
46 “Frequently Asked Questions,” GeoTime, Accessed May 12,2022,
hitps:/ s geotime com/ cequently-2sked questions.
SPD, “GeoTime,” 6.
SPD, “Computer, Cellphone, & Mobile Device Extraction Tool” 3
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investigations * This is a particulaly pressing issue given recent indications
that the US Supreme Court is poised to overturn Roe 1. Wade, and that
states are ready to pass legislation criminalizing abortion  Our state
recognizes the individual right to abortion care and it is anticipated that
Washington wil see an influs of people from neighboring states seeking
abortion services here * GeoTime may be used to surveil these people and
it is critical that there be restrictions on the ability of SPD to share these
data and analysis with law enforcement and other agencies outside the state.
Moreover, for any data that are shared, there should be stringent data
storage, tetention and transfer/sharing safeguards in place to protect the
data.

Given the lack of adequate policies described by the STR and the number of
unanswered questions that remain, we have concerns that SPD’s use of
GeoTime may infringe upon people’s civil rights and civil liberties.

1. Specific Concems

a Lack of Clarity on How Often GeoTime is Deployed and Who
Determines Whether Deployment Wil Occur. According to the
SIR, “GeoTime is utlized frequently by investigators during the
investigation of crimes” Conversely, at the public engagement
‘meeting on 4/27/22, SPD representative stated that SPD “rarely”
used GeoTime. At the public engagement meeting on 5/18/22, the
SPD representative stated that it is used 1-2 times a week by one
detective * It remains unclear how often GeoTime is deployed (e.g,,
'how many times a week? For how many cases?). In addition, the
SIR provides 1o information about who determines in which
cases/when to use GeoTime.

b. Lack of Clarity on What Data SPD Inputs Into GeoTime.
Regarding data that SPD manually inputs into GeoTime to produce
visualizations, the SIR refers variously to “geodata, such as latitude

" City of Seattl IT Departmeat, “Group 4b Survellznce Techaologies Public Meeting
4"
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“cell site locations,” (4) “ciminal information,” “data from cellular
providers and from data extracted from mobile devices” (6), and
“Personally Tdentifiable Information” (14). Tt does not provide a
comprehensive list of data soutces that GeoTime aggregates and

analyzes

c. Lack of Clarity on How SPD Obtains the Data it Inputs into
GeoTime. The SIR states: “The data analyzed using GeoTime is
obtained by investigators under execution of court ordered
warrants, including data from cellular providers and from data
extracted from mobile device * This contradicts the Computer,
Cellphone, & Mobile Device Extraction Tools SIR, which states
that extraction tools are “used only with the device owner's
consent, pursuant to search warrant authority ot in certain
circumstances outlined in RCW 9.73.210.” The implication s that
search warrants are not the only means through which data are
obtained. Relatedly, when asked at the 5/18/22 public engagement
‘meeting about whether any private information without 2 warrant
or any public data are ever added to GeoTime, the SPD
representative stated that SPD does input public data® He did not
respond to the part of the question asking whether any private
information without a watrant is added to GeoTime.

d. Lack of Clarity on How SPD Accesses GeoTime and What
Access Controls are in Place for GeoTime. The SIR states that
GeoTime can be accessed via licensed workstations and through an
online intemet portal * It later states that “access to the application
is limited to SPD personnel via password-protected login
credentials. Data is securely input and used on SPD's password-
protected network with access limited to authorized users ™ It's
‘unclear from this esplanation: (1) what software-level secusity
controls (authentication, authorization, logging, etc) are in place for
both the GeoTime workstations and for the portal; (2) whether they
are the same access control mechanisms for both the portal and the
workstations; and (3) where the intemet accessible portal can be
accessed from (e.g can it be accessed from a cell phone?). Without

5 SPD, “GeoTime.” 6.
2 SPD, “Comprter, Cellphone, & Mobile Device Extezction Tool,” 5.

2 City of Seattle IT Departmeat, “Grovp 4b Survedlance Techaologies Public Mesting
Qs
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‘measures to mitigate them.

e. Lack of Clarity on Which SPD Personnel/Units and How
Many Have Access to GeoTime. In one part of the STR, it states,
“Only trained, backgrounded, and CJIS certified SPD detectives
‘have access to GeoTime " In a different part, it states that log-in
credentials “are granted to employees with business needs to access
GeoTime” without any elaboration on which employees and the
definition of “business needs” (8). At the 5/18/22 public
engagement meeting, an SPD representative stated that three
detectives have access to GeoTime, and one of those three uses it
regularly® However, it remains unclear whether these are the only
individuals in SPD who have access to GeoTime via both the
licensed workstations and the intemet portal. There is a large
discrepancy between the number of licenses for the internet portal
(7 GeoTime Glimpse licenses) and the number of people who
purportedly have access (3).

£ Lack of Clarity on Which SPD Personnel Have Access to Data
Output Generated from GeoTime. The SIR states that GeoTime
is “used to aggregate and analyze data manually input by
investigators and exports complex geospatial maps which users save
into locally stored investigation files™* However, the SIR does ot
state which SPD employees has access to those exported files
created by GeoTime and how many SPD employees have access to
them.

£ Lack of Clarity About Data Storage, Safeguards, and
Retention. In response to data storage and retention questions, the
SIR states that GeoTime “does not collect information o
data.. No information is saved inside the GeoTime tool ™ While it
‘may be the case that technically GeoTime does not “collect” data,
SPD manually inputs data into GeoTime to generate maps and
other visualizations and that data must be hostedstored
somewhere. However, that location is not provided in the SIR. At
the 4/27/22 public engagement meeting, the SPD representative
stated the internet accessible portal is hosted by GeoTime (ie.,
UnCharted Software) but the data that GeoTime uses ate not

»hid, 5.
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stored  The SIR also does not indicate for how long the data ate
stored/hosted in that location, what safeguards are in place to
protect it, who has access to the data, including whether UnCharted
Software stores or has access, and when that data must be deleted.

h. Lack of adequate policy and practices for validating the
accuracy of the data and the analysis that GeoTime provides.
Tn the IR, SPD evades the question of how GeoTime checks the
accuracy of the information collected by stating: “GeoTime does
not collect information or data. Itis a tool used to aggregate and
analyze data manually input by investigators an esports complex
‘geospatial maps..”* This response does not address what
‘measures SPD takes to ensure that the data it inputs into GeoTime
is accurate. Tt also does not address what steps it takes to validate.
the accuracy of the GeoTime data output/analysis. GeoTime is
powerful tech that purports to help investigators, among other
things, “dispute an alibi or demonstrate criminal intent™* Without
validation of its analyses, it could have deleterious impacts on the

lives of the people whose data is inputted, including implicating the
‘wrong person in a crime.

i Inadequate Oversight Policies. In response to the question about
safeguards in place for protecting data and to provide an audit trail,
the SIR states the entities authorized to conduct audits but it does
‘1ot address whether there are self-audits, third-party audits, or
review It also does not address whether GeoTime has an audit log
ot not, what that log contains if they in fact have one, and whether
that log is sufficient to conduct an audit investigation. At the
4/27/22 public engagement meeting, the SPD representative
expressed uncertainty about whether there is a direct audit log
about what actions each user takes inside the application * At the
5/18/22 public engagement meeting, when asked about the last
time an audit was conducted on SPD’s use of GeoTime, the SPD
representative referred the questioner to OIG, which strongly
suggests no audit has been conducted by OIG or any other entity,
including APRS and the federal monitor  Without detailed auditing
capabilities, or regular auditing, itis not possible to have sufficient

% City of Seattle IT Department, “Grovp 4b Surveilance Technologies Pblic Mesting
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oversight into how SPD uses GeoTime and whether they are
complying with policy.

j. Lack of Clarity and Transparency on What Other Tech
GeoTime Interfaces With. The SIR does not specify which other
tech, if any, GeoTime interfaces with. SPD stated a the 4/27/22
public engagement session that it doesn't interface with PredPol,
Crime View or other predictive policing utlit, yet when a member
of the public asked if SPD would include that in the SIR, SPD's
response was that it was “not a tenable option” for SPD to list all
the tech that GeoTime does not intecface with " Without this
information, it is difficult to adequately assess the privacy risks that
GeoTime poses.

k. Lack of Policy on Purpose of Use and Usage Limits. The SIR
does not fully explain use cases for GeoTime and does not include
policies placing limits on its uses.

i Visualization vs. Predictive Policing. Without clearer
usage limits, analyses provided by GeoTime might be used
for predictive policing.

i Data. There are ostensibly no policies governing limits on
the kinds of data sources that can be manually input into
GeoTime.

i Type of crime. In response to the question of “what are
acceptable reasons for access to the equipment and/or data
collected?” the SIR states: “Data is only accessed as part of
ongoing criminal investigations or under the City of Seattle
Intelligence Ordinance ™ It s not specified if there ate
limits to the type of events (e First Amendment protected
demonstrations) or crimes that SPD will investigate via
GeoTime (e g petty crimes like graffiti and trespassing). At
the 4/27/22 public engagement meeting, the SPD
representative indicated there is no policy governing the
incident types for which SPD may use GeoTime but
claimed that “SPD does't have time to apply” GeoTime to
“lowerlevel offenses ™ The implication is that with more
time and resources, there is nothing stopping SPD from
using GeoTime to investigate more offenses, even minor
ones

" City of Seattle IT Departmeat, “Grovp 4b Surveilance Techaologies Prblic Mesting.
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L No Policies Restricting Use of GeoTime’s Additional
Surveillance Peatures. The SIR does not provide sufficient
information about what components of GeoTime SPD uses and
doesi't use. For example, during the 4/27/22 public engagement
‘meeting, when asked about SPD's use of GeoTime’s Social Media
Analysis functionality, the SPD representative stated SPD does not
use this feature of GeoTime ® He claimed this fact was in the STR,
which it is not * There also do’t appear to be any policies
restricting SPD’s use of Social Media Functionality. Without a full
accounting of the features of GeoTime that SPD uses, itis
impossible to assess all the potential privacy risks. With regard to
the Social Media Analysis Functionality in particular, social media
data will include the private information of non-targeted people so

if SPD is sing it, measures are necessary to ensure those data are
protected and not misused in the GeoTime analysis.

m. Lack of Clarity About Disclosures to Other Agencies. The SIR
states that SPD may share GeoTime data and analyses with outside
entities® but does not address whether SPD maintains a record of
those disclosures. Tt only addresses recording of public disclosure
reqquests made pursuant to the Public Records Act and the City of
Seattle Intelligence Ordinance. Without  tecord of all disclosures, it
is impossible to know who has received these sensitive data.

n. Inadequate Data Sharing Policies. The SIR offers only an
extremely general description of who might receive GeoTime data
and analyses and how such data would be shared. Neither security
protocols for transferring data nor for ensuing that shared data are
properly deleted are explicated in the STR. Indefinite retention of
data and insecure sharing processes could lead to exposure of
sensitive data, with manifold consequences for those whose data is
inputted into GeoTime.

1L  Ourstanding Questions that Must be Addressed in the

Final SIR
© Thid

4 SPD, “Geo'Time”
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‘Which GeoTime fanctionalities does SPD use?

‘Which SPD units have access to GeoTime? How many
SPD emploees have direct access to GeoTime, both via
GeoTime Glimpse (internet portal) and GeoTime Desktop
(workstations)?

‘Which SPD units have access to the files (e.g. maps and
other visuals) generated by GeoTime? How many SPD
personnel have access to those files? What other agencies or
groups outside of SPD that have access to GeoTime files?
What other technology does GeoTime interface with?
Wht are all the data sources that SPD inputs into
GeoTime?

Can data manually input into GeoTime be obtained without
2 warrant and based on two-party consent alone? If so,
under what circumstances may the data be obtained without
2 warzant and what rules set the parameters for GeoTime’s
use>

How often is GeoTime deployed? How many times/ for
how many investigations a weekk is it deployed?

Who determines whether GeoTime should be deployed?
Whit is the criteria for deployment? Can any detective
determine based on their own discretion that deployment of
GeoTime is necessary for their investigation? Is supervisor
approval required?

‘What software-level secusity controls are in place for both
the GeoTime workstations and for the intermet accessible
portal? Are they the same access control mechanisms?
‘Where can the internet accessible portal be accessed from
(Le., a mobile device)?

Where does SPD store/host the data it manually inputs into
GeoTime? Ts there a difference in whete the data are hosted
or stored when GeoTime is accessed via the portal vs. via a
‘workstation?

How long are the data stored there? When are the data
deleted?

‘Whit safeguards ate in place to protect the data that is
inputted into GeoTime (is the data encrypted? What are the
access control mechanisms?)

How does SPD validate the accuracy of the data it manually
inputs into GeoTime, as well as GeoTime data

outputs /analyses?

Which SPD personnel have access to the data output/ files
generated from GeoTime? How many SPD personnel have
access to the GeoTime data outputs?

1
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receive on GeoTime? How many houss of training do they
receive? What does the training cover? Do they receive
pesiodic updated training? Are they provided privacy

training specific to the privacy risks associated with
GeoTime?

¢ Does GeoTime have an audit log? If o, what does it
contain/what information does it collect? Does it log what
actions each user takes inside the application?

. How often is SPD’s GeoTime subject to an audit> When
‘was the last audit of SPD’s GeoTime conducted and by
‘which entity (APRS, OIG, or the federal monitor)? Where
ate the audit reports located?

5. Does SPD maintain a record of ll disclosures of GeoTime

data and analyses/output, including those to outside
entities?

IV.  Recommendations for Regulation

Pending answers to the questions above, we can make only preliminary
recommendations for regulation of GeoTime. SPD should adopt clearer

and enforceable policies that ensure, at the minimum, the following:

® ‘Thereis a specific and restricted purpose of use. Thee must be a
‘policy defining clear limits on GeoTime’s uses, including narrow
parametess for: (1) using data that were obtained via consent
agreement as opposed to  search warrant; (2) using GeoTime in
conjunction with other technology; (3) the use of all of GeoTime’s
surveillance features; and (4) the event type o crime type that
GeoTime is used for.

® The use of GeoTime’s social media analysis functionality must be
prohibited.

® The use of GeoTime for predictive policing must be prohibited.

® People whose data is obtained via consent agreement must be
informed, as part of the consent process, that their data will be
inputted into GeoTime.

® There must be strong access controls (authentication, authorization,
logging, etc.) in place for both the GeoTime licensed workstations
and for the internet accessible portals, as well as for access to
GeoTime outputs and analyses

*  Any data inputs or outputs must be securely shared with third
parties and properly deleted.
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® SPD must disclose/log to whom and under what circumstances
GeoTime data inputs and outputs are shared.

®  There must be adequate training for all personnel who use
GeoTime and the training must include a privacy component
specific to the risks inherent to using GeoTime as an investigative
tool.

® There must be 2 detailed ditect audit log of user actions within
GeoTime, and SPD must produce a publicly available annual audit
report about ts use of the technology.

® Any data inputs hosted by UnCharted Software or data outputs
created via GeoTime are not owned by, used by, or retained by
‘UnCharted Software, and any data inputs and data outputs ate.
properly secured.

®  There must be measures in place to validate the accuracy of
GeoTime data inputs and outputs/analyses.

omputer, Cell Phone, and Mobile Device Extraction Tools
1 Background

A computer, cell phone, and mobile device extraction tool, also known as
mobile device forensic tool (MDFT)," is a powerful software technology
that allows police to circumvent most security features on a petson’s device.
to easily estract all the data on the device—including call logs, contacts, test
messages, emails, social media posts, photographs, location information,
search history, and financial transactions—and systematically search and
analyze it. As such, this tool “represents] a dangerous espansion in law
enforcement’s investigatory powers.™* Its use by SPD raises serious privacy
concerns, given the sheer amount of personal, sensitive information stored
on people’s smartphones. Eighty-five percent of U.S. adults own a
smartphone,* and they generally keep it on their person wherever they go.
The implication is that the vast majority of people are vulnerable to having
their phones invasively searched by law enforcement This risk is

particularlyacute and the privacy infringement is particularly egregious for

 Natonal Lustitte of Standzds and Techaology, “Mobil St snd Forensics”
Accessed May 17, 2022, bitps:/ [ scesist gov/Projects/Mobile-Secueiy-2ad-
Foreasics/ Mol Fozensics

“ Koepke, Logas, et al. “Mass Extascton: The Widespresd Powes of US. Law
Eafoccement to Sexzch Mobile Phoaes.” UsTuny Octobes 20, 2020,

https:/ e nptic orgworkmass-extesction.

* Pex Reseasch Center, “Demogaphics of Moble Device Ovnerchip and Adoption ia
the Usited States” Api 7. 2021, hitps:/ /s pereseasch.org/intezaetct-

cheat/ ol menltem=d40cde3f.435-40e-9be0-Onsfodzees0.
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access the internet *

The use of MDFTS by SPD also raises secious civil libetties concerns. This
technology enables police to conduct an excessively broad and intrusive
search. Tt provides access that “can be disproportionately invasive
compated to the scope of evidence being sought and poses an alarming
challenge to esisting Fourth Amendment protections ™ Without
limitations on use cases and narrowly defined parameters around, for
example, what data can be extracted and for what purpose, the use of this
tech s sife for misuse. In particular, the ACLU-WA is concerned about the
use of MDFTSs by SPD to surveil and ultimately chill constitutionally
protected First Amendment activities concerning religion, expression, and
assembly. Furthermore, use of MDFTS by SPD likely tracks with disparities
in SPD policing practices* and statewide criminal legal system outcomes *
Therefore, it likely disproportionately impacts marginalized groups,
including Black people, people of color, and people experiencing poverty or
houselessness.

SPD does not disclose in the STR which vendor provides its MDFT tools,
‘which products it uses, and how many licenses it has for each product
‘When asked about its MDFT vendors at the 5/18/22 public engagement
‘meeting, the SPD reptesentative stated that SPD will not disclose what
‘vendors they use because this information “could hinder investigative
efforts ™ In particular, the representative cited concerns that having this
information would help people create so-called “counter-measures ™!
‘Without vendor information though, it is challenging to assess the privacy
and civil liberties impacts of the technology. It is also antithetical to the

4 “As of exdy 2021, 27% of adits ving i hovseholds eaing les than $30,000 3 yeae
ace smastphone-only inteznet users—mesning they own 2 smactphone but do aot have
boadbend intenet at home ” Vogels, Easly A, “Digitl Divide Persists Even As
Amesicans with Lowes Incomes Make Gaias in Tech Adoption,” June 22, 2021,

hitps:/ /s pewreseasch.osg/ fact tank/ 2021/ 06/ 22 digital-divide-persists-even-as-
amesicaas-with-lower incomes-make.-gains-in-tech-adoption.

7 Koepe, et a, “Mass Extraction.”

See, g, Kasakove, Sophie, “Seattle Bike Helmet Rl is Dropped Amid Racial Justice
Concerns,” New York Times, Febeuasy 18,2022,

bitps: /s aytimes com/2022,/02/ 18/ us/ seattle-bicycle-helmet i, “Report Fiads
Racial Dispuis i Sops, Asves Use-f Fre b Seale Pl Offces,” KOMO Now,
Juty 15,2021,

scase ase-of-fosce by seatle-pole-offces
 “Race and Washington's Crminal Justce Systea: 2021 Report to the Washington
Supeme Conet” Fred Koremats Cener or Law and Ineguali, Setle Unversity Schoo of Las
bitps:/ /law seattlen eds/ media chool.of w/ documents/ center-aad-
institutes/kotemats-centes  initiatives-1nd.-projects/ cace-snd-csiminal justice sk
force task-force-20/ 2021 race-sad-washingtons-criaminal-jusice-system-eport pdf
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established in part to create transparency about Seattle agencies’ use of new
and old technology.

Via Public Records Act disclosures, the ACLU-WA is aware that SPD uses
or has used a variety of device extraction tools, including but not limited to:
Cellebrite™ (and Cellebrite’s Advanced Investigative Services, or CAIS);
Black Bag Forensic Software; GrayShift GrayKey, Octoplus; Medusa Pro;
MSAB Incorporated aka Micro Systemation, and XRY Office Version * It's
noteworthy that law enforcement often puzchase tools from multiple
vendors in order to maximize the types of devices they can extract data
from (e &, iPhone, Android, etc) *

Concerns with Data Extraction and Analysis

MDFTSs can reliably access and extract some, if not al, data from most
phones, with very few exceptions * According to the SIR, there are very
few hurdles to SPD officers or detectives using this technology, despite
how easily it provides full access to device data. The SIR states that in order
to use MDFTS, investigators must fill out a request form that includes
copy of consent or search watrant authorizing the estraction * The SIR
further states that “unit supervisors are responsible for screening all
technology deployments to ensure that the appropriate authorities are in
place before approving deployment of tracking technology ™ However,
the STR does not specify any criteria for determining whether MDFTs
should be deployed in the first place—i.e., what constitutes a case where
the deployment of MDFTSs is considered necessary?

The SIR does not adequately convey this invasiveness and the implications
for privacy rights and civil liberties. Tt describes the data extraction process
in the following way: “Extracting information from computer devices
involves taking a snapshot of a computer’s hard drive, preserving the
entirety of digital information on the hard drive at a particular point in

time ™ This description does not explicitly communicate the wide range of
data sources and the sheer amount of data that MDFTS can extract and
analyze, which is troublingly vast On the most basic level, MDFTs can
estract photographs taken from smartphones along with the metadata from
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5 G Bl with the suthor.

 Koepke et l, “Mass Extiaction”

#Thid

 SED, “Computes, Celphone, & Mobile Device Estracion Tool” 6.

Inid 8

Inid 5, DRAFT SIR - Compter. Cellghone, & Molsle Derice Exteacion Tools pdf
Geatilega)

15




image34.jpeg
those photos, such as the GPS coordinates of where a photo was taken and
the time and date it was taken, thereby providing a “geographic record of
the person’s movements,” as well as the movements of anyone else in those
photos ¥ MDFTS can also extract app data and access location information,
in-app communications, and in-app photos from those apps  Cellebrite
software tools, for example, can extract and interpret data from at least 181
apps on Android’s operating system and at least 148 apps on Apple
iPhones * These can include everything from social media apps like
Tnstagram, Facebook, Snapchat, and Twitter; navigation apps like Google
Maps; web browsers like Chrome and Firefos; and dating apps like Tinds,
Grindr, and OkCupid “ They can even extract data from encrypted

messenger apps like Signal and Telegram  MDFTs ate also frequently
updated by the vendor in order to be able to extract data from an ever

growing number of apps **

Many apps are account-based, ie., data are stored on the cloud as opposed
to directly on the device, and can be accessed remotely. MDFTS, including
Cellebrite, often have specific features or products that provide law
enforcement access to those data as well & Google’s Location History is an
example of a particularly rich cloud-based data source that MDFTS enable
access to. Any user with their location history turned on in their Google
account will have years’ worth of precise location records stored online in
their Google Account, which can be extracted with MDFTs

In addition to app data, MDFTs can access “deleted” data from phones, as
well as phone meta data, Le., data about how people use their phone (e,
when certain applications were installed and deleted, how often an
application was used, when a device was locked or unlocked, when 2
message was viewed, etc) ¢’

MDFTs commonly extract all these user data by circumventing the device’s
secusity features using various tactics that exploit the device’s security flaws
or built-in diagnostic or development tools. For example, since Mazch
2016, Cellebrite has added lock-bypass support for about 1500 devices,
which esploits device vulnerability to force the phone to skip the passcode-
checking step when it turns on ® Moreover, to get around encryption,
MDFTSs can repeatedly guess the decyption ey, which is usually based on
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the MDFT to decrypt the phone’s contents® It's been estimated by John
Hopkins professor and secusity technologist Matthew Green that this
password-guessing process would take at most 13 minutes for a 4-digit
passcode (average 6.5 minutes), 22 hours for 6 digits (average 11.1 hours),
and 92 days for 8 digits (average 46 days) ™ iPhones (which are the device
used by 43% of smartphone users) default to a six digit passcode. With
GrayKey or Cellebrite Premium (both of which SPD has owned or owned
in the past), law enforcement can decrypt the data on an iPhone in less than
a day, and on, average less than half a day.™

Even without an encryption ey though, MDFTS can still extract plenty of
phone data because phones don't encrypt all data on a device. There are
also many phones that don’t encrypt user data, or that have encryption
schemes that can be dismantled. If all else fails, law enforcement can install
on the device a spyware tool, such s the one provided by Grayshift (2
vendor SPD uses), which enables phone access by recording ftue
password entries™

If law enforcement is unable to access and extract data from a device in
house, they can send it to the vendor for “Advanced Services” At the
5/18/22 public engagement meeting, SPD stated they use “white glove”
services which entails sending the phone to the vendor and having them
etract the data™ Public tecords confirm SPD utilizes these services. They
show, for example, that in 2018, SPD purchased 20 “vouchers for service
that unlocks, extracts, and decrypts data from cellular phones” for over
$33,000” Emails from Cellebrite’s Advanced Services Team to an SPD
detective show Cellebrite unlocked iPhones within days or weeks ™

In addition to data extraction capabilities, MDFTS also provide powerful
analysis tools that allow law enforcement to quickly sort, search, examine,
and ultimately make meaning out of the vast trove of data they now have at
their fingertips. These details ate also omitted from the STR. Data analysis
tools include data visualization functionalities that can, for example, show
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full text conversations as a chat instead of as individual messages or create 2
network map using contact data in order to reveal connections and
relationships”” Moreover, they include data searching functions like basic
keyword search but also more advanced options like Cellebrite’s “search by
face” function that enables law enforcement to compare an image of 2
person’s face to all the other images of faces found on the phone.™ With
Cellebite, law enforcement can also input their own images into the
software and search for similar images on the device. ™ These visualization
functionalities can be applied to data from multiple phones to discern
connections between people, through, for example, shared contacts, call or
text correspondence, or account information *

Despite the power MDFTs give SPD to broadly access people’s most
sensitive data, it is not clear from the SIR how often MDFTS are utllized
and for what kinds of cases. The SIR cites that SPD uses these tools to
investigate internet crimes against children, via their Sexual Assault and
Child Abuse (SAU) Unit) It further states that the Technical and
Electronic Support Unit (TESU) “manages extraction tools for other SPD
investigations™® but it is unclear what those “other” SPD investigations. An
estensive report witten by UpTuem on the use of MDFTS by law
enforcement agencies across the country, including SPD, found that
MDFTS are used as “an all-purpose investigation tool for a broad array of
offenses”* In other words, the use of MDFTS by law enforcement is
routinely used for a vatiety of different kinds of investigations. During their
investigation, UpTurn received “hundreds of cellphone extraction request
forms” as part of 2 public records request to SPD. ACLU-WA’s analysis of
SPD’s logs of extractions records found that between September 19, 2016
and March 20, 2017, 2 sis-month period, SPD attempted at least 194
estractions, 67 which were failures and 127 that were successful This is a
conservative estimate, given that these records are likely incomplete and
ostensibly don’t include any extractions sent to the vendor for “Advanced
Services”

Concerns with Consent Searches
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SPD’s use of this technology. According to the STR, MDFTS ate “utilized
only with the device owner's consent or pursuant to search wazrant
authority”™ and these measures mitigate privacy risks, such as “concerns
that data may be accessed out of scope™* However, there are several
reasons to believe that the consent requirement is not rights protective and
will not sufficiently limit the misuse of MDFTS

Firstly, there is an inherent power imbalance between police officers and
members of the public,* given that police are armed and act with state
authority. That imbalance is arguably greater when the interaction is
between police and Blac people or people of color, who are
disproportionately the targets of violent police practices and may feel
pressute to “consent” to a phone search because of fear of being harmed
by police if they do not consent In this context, “consent” is obtained
under duress and s arguably coerced, ot voluntary.

In addition to the power imbalance, the notion of a consent agreement is
problematic because of the significant information asymmetry between
police officers and members of the public about MDFTS. It s reasonable to
assume that the vast majority of people have very little if any knowledge of
MDFTSs and their capabilities, or much if any understanding of how much
of their personal, private and often sensitive data are stored on their phones
and can be easily and quickly accessed via this technology. Any consent
process is unlikely to adequately convey these things and fix the
information deficit, especially in the absence of legal counsel. Arguably, 0
one can really know what they are consenting to, 5o truly informed,
meaningful consent is not possible.

This is especially the case in situations whete the device owner is a juvenile
ot a non-English speaker. At the 5/18/22 public engagement meeting,
when asked how the consent process is different for non-English speaking
people, the SPD representative stated SPD would “try to have an
interpreter on site or use a language line to make sure we have informed
consent ™ This statement is troubling because it implies that it is not
standard practice to provide non-English speakers a translator and a
consent form in their language during the consent process. Any consent
obtained without interpretation would be constitutionally invalid.
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Lastly, even if consent processes provide for interpretation, consent
searches are problematic because consent agreements generally do not
define adequate parameters limiting the phone search, 50 police have huge
amounts of discretion about what data they extract with MDFTS, the scope
of the data they extract, and what they do with those data. For all these
reasons, SPD’s reliance on consent agreement to conduct phones searches
with MDFTs is extremely problematic and concerning This concern is
exacerbated by SPD’s heavy reliance on consent agreement to deploy
MDFTS; according to UpTurn's report, “spprosimately one third of the
phones the Seattle Police Department sought to extract data from were
consent searches ™

Finally, it is unclear who within SPD and which entities outside SPD have
access to extracted data and how those data are protected. The SIR states
“Exstraction is conducted in-house and data is provided to the requesting
Officer/Detective for the investigation file. TESU then purges all extracted
data. No data is stored by a vendor, as the necessary tools are maintained
eatirely offline and on-premises ™ Further down, the SIR states “All data
estracted is stored securely within SAU—not accessible to any vendor ™
However, this contradicts evidence, cited ealier, that SPD relies on the
vendor to unlock phones they can’t unlock themselves on premises.
Moreover, during the 5/18/22 public engagement meeting, the SPD
representative stated that has it sent devices to the King County SherifPs
Office in the past for “Chip-Off” extraction * The implication then is that
estraction is not always conducted in house, that extraction may be
conducted by the vendor or another law enforcement agency, and therefore
that vendor and the law enforcement agency have access to the data
However, the SIR does not specify the policies or practices that govern
how the data extracted by the vendor are safeguarded while it s in the
possession of the vendor.

Concerns with Data Sharing

Moreover, the SIR states that “data obtained from the system may be
shared outside SPD with other agencies, entiies, or individuals within legal
guidelines or as required by law The sharing of data extracted via
MDFTSs with law enforcement agencies outside Washington state is
particularly troubling given that many states have signaled they are ready to
criminalize abortions in the wake of a US Supreme Court draft leak which
indicates the high court is ready to overtum Roe v. Wade. Our state
remains a safe haven for people to exercise their reproductive rights and it
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neighboring states seeking abortion services here.* MDFTs may be used to
surveil these people and it i critical that there be restrictions on the ability
Of SPD to share these data with law enforcement and other agencies
outside the state. Moreover, for any data that are shared, there should be
stringent data storage, retention and transfer/sharing safeguards in place to
protect the data

Given the lack of adequate policies described by the STR and the number of
unanswered questions that remain, we have concerns that SPD’s use of
MDFTs may infringe upon people’s civil rights and civil iberties.

i

Specific Concems

Lack of clarity about MDFT vendor names, product
names, and the number of licenses SPD owns. The STR
does not disclose vendor names, product names or the number
of licenses. At the 5/18/22 public engagement meeting, the
SPD representative stated that SPD would not share
information about vendor names because this information
“could hinder investigative efforts ™ Without this information,
itis challenging to comprehensively assess the impacts of
MDFTS on privacy rights and civil liberties, as well as SPD’s
need for this technology.

Lack of Clarity and Transparency on What Other Tech
MDFTs Interface With. The STR does not specify which
other tech, if any, SPD uses in conjunction with MDFTs
MDFTs ate capable of interfacing with a host of other
technologes, including ones owned by SPD such as GeoTime.
GeoTime states on their website that that their technology can
import data from Cellebrite softwate tools, which public
records show SPD owns of has otherwise owned in the past.
‘Without this information, it is difficult to adequately assess the
privacy risks that MDFTS pose.

Lac of Clarity on Which SPD Personnel and How Many
Have Access to MDFTs and How Often They are
Deployed. The SIR does not specify how many SPD personnel
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are trained and certified in the use of MDFTs and/or otherwise
have access to MDFTS. It also does not indicate how often
MDFTs are deployed. Without this information, it is difficult to
adequately assess the impacts on privacy rights and civil
liberties, as well as SPD's need for this technology.

d Lack of Clarity on Which SPD Personnel and How Many
Have Access to Extracted Data. The SIR states: “Oxly
authorized SPD users can access the device of the
extracted /imaged data while it tesides in the extraction/imaging
software” and that when the data ate moved to an investigative
fle, access to it there is again “limited to authorized detectives
and identified supervisory personnel > However, it does not
specify who qualifies s an “authorized” user or detective.
‘Therefore, it remains unclear which SPD personnel and how
many have access to data that has been extracted via MDFTs.

e. Lack of Clarity on How SPD Mitigates Potential for
Inadvertent or Unauthorized Data Collection. In response
to the question of how SPD minimizes improper data
collection, the SIR states, in part, that “[u]se of extraction tools
is constrained by consent or court order providing the legal
authority ™ This is a vague statement that does not describe
the measures SPD takes to ensure that the data extracted via
MDFTs s nacrowly tailored to the needs of the investigation.

f Legitimacy of Consent-Based Use of MDFTs and Lack of
Clarity on How Consent is Obtained. Tt is unlikely that
consent-based use of MDFTS is legitimately consensual given
the power and information asymmetry between police and
members of the public, and particularly for communities that
are disproportionately surveilled and policed. There are
important racial diffetences in how individuals interact with law
enforcement, and individuals may fear that refusing to give their
consent to police will lead to deadly consequences. Additionally,
the STR does not describe the process by which officers obtain
consent from witnesses or confidential informants. It is unclear
if this process is standardized.

g Lack of Clarity on Vendor Access to Data. According to the
SPD representative at the 5/18/22 public engagement meeting,
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cannot do itself in-house with off-the-shelf MDFT tools ™ This
is corroborated by UpTurn’s estensive report on MDFTS,
‘which examined public records from SPD. This contradicts the
SIR, which states that all extraction is done in-house and that
vendors do not have access to data. The implication is that
vendors do have access to device data. This is extremely
concerning because it increases the risk of those data being
exposed or otherwise misused.

Lacs of Clarity About Disclosures to Other Agencies. The
SIR states that SPD may share extracted data “with other
agencies, entities, and individuals” outside of SPD, which
presumably includes agencies from outside the state. However,
it does not specify under what ciscumstances data would be
shared o the policies and practices in place that govern data
storage, retention and transfer/shasing to protect the data. It
also does not indicate whether these disclosures ate
documented, and how.

Low Threshold for MDFT Deployment. The SIR states: “As
it relates to extraction tools themselves, use is authorized, and
constrained, only by consent or search warrant ™ Thete is no
indication there are any criteria for determining whether use of
MDFTs is watranted or approptiate in the first place, despite
the invasiveness of the technology and the lack of limitations on
the scope of data collection via these tools. This suggests the
barier to using extraction tools is very low, even though the

privacy infringement is incredibly egregious.

Lac of Clarity on Safeguards in Place to Protect MDFTs
and Extracted Data From Unauthorized Access. The SIR
states, regarding SAU extraction requests, that a personal
password is needed to log onto the device ® A separate
password is required to access extracted data and that same
password is required to move the extracted data from the device
to a portable USB.** No access controls are specified for TESU
extraction requests or data extracted by TESU. Once data has
been extracted, the MDFT can “either save the files to
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or 2 computer workstation. These extracted data files are then
accessed using the specialized installed software,” which enable
the user to examine and search the data " However, the STR
does not specify what access control mechanisms are in place
for accessing this softwaze and the data on it, including whether

data are encrypted. This is extremely concerning as it puts
private data at risk of being improperly accessed and searched.

Lack of Clarity About Data Storage, Safeguards, and
Retention. The SIR provides only a vague description of how
extracted data ate stored, safeguarded, and for how long they
are retained. Tt states that “once the data has been extracted and
‘provided to the investigating detective for inclusion in the
investigation file, all data is purged from the extraction devices.”
“This leaves out critical details about what access control
mechanisms are in place to safeguard the data and how long
data thete are retained. The SIR lso states that the data are
sometimes saved to “‘removal physical storage (lke a USB drive
or similar media) or a computer workstation™® but it does not

specify what policies and practices govern data storage,
safeguards and retention on those mediums.

Inadequate Data Sharing Policies. The SIR offers only an
extremely general description of who might receive device data
extracted with MDFTs and how such data would be shared.
‘Neither security protocols for transferring data nor for ensusing
that shared data ate propedly deleted are explicated in the STR.
Indefinite retention of data and insecure sharing processes
could lead to exposure of sensitive data, with manifold
consequences for those whose data is collected.

Lacs of Clarity on Use of MDFTS to Search the Phones of
Minors. The UpTurn report on MDFTS provides evidence via
public records that SPD uses MDFTS to extract data from the
device of minors  However, the STR does not mention this
fact. When asked at the 5/18/22 public engagement meeting

4 Citng to a King Covaty Seasch Waccaat,the seport sates that SPD “[o]fficess were
looking for a ivenile who allegedly viclated the tesms of his electzonic home monitoring.
Officess eventoally located the individual, 2ad, aftes a ‘shost foot pucsut...he theew sevecl
temns o the grond." including a phone. Officess located the phone and songht to seacch i
for evidence of escape in the second degree.” Kospk et sl “Mas: Extraction.”
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‘minors, SPD claimed they don’t have that data, which suggests
SPD does not callect data on the demographics of the people
whose phones they search. The use of MDFTS to search the
phones of minors is very concerning, given that minors are a
vulnerable population and are entitled under law to extra
protections to safeguard their rights. Moreover, the lack of data
collection on MDFT use makes it challenging, if not impossible,
to detect whether there is bias in SPD practices.

Lack of Policy on Purpose of Use and Usage Limits. The
SIR does not fully explain use cases for MDFTs and does not
include policies placing limits on its ses.

i Scope of data collection. The SIR states that “[a]
certified user within TESU conducts the extraction
and provides the entirety of the data to the
requesting Officer/Detective for the investigation
file " The SIR also states that improper data
collection is limited through the consent agreement
or a search warrant'® but does not specify how
these create limitations on data collection if in fact
the detective is given the entire contents of a device.
Arguably there are no messures that constrain or
‘minimize inadvestent or improper data collection
since virtually everything is collected.

Type of offense or investigation. According to the
SIR, SPD’s SAU uses MDFTS to investigate intemet
crimes against children'® and the TESU “manages
extraction tools for other SPD investigations™”
‘without elaboration on what those “other
investigations” are. Furthermore, the SIR does not
specify if thete are limits to the type of events (e
First Amendment demonstrations) or offenses that
SPD will investigate (e.g. petty crimes like graffiti
and trespassing).

Tools MDFTs interface with. The SIR does not
specify any limitations on the technology that
MDFTS can intecface with.
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©0. Lack of clarity about oversight. The SIR states that both.
TESU and SAU “maintain logs of deployment,”* “all
deployments of estraction tools are documented,**, and “logs
of collected information are available for audit,”™® but it does
not specify what information is collected exactly. When asked at
the 5/18/22 about the last time an audit was conducted, SPD
did not have a response and referred participants to OIG for an
answer, strongly suggesting there has is no history of auditing
‘Without detailed auditing capabilities, or regular auditing, it is
not possible to have sufficient oversight into how SPD uses
MDFTS and whether they are complying with policy.

1L  Ourstanding Questions that Must be Addressed in the
Final SIR

‘Which vendor(s) provide SPD the extraction tools they use?
‘Which estraction tools and how many does SPD currently own?
‘How many licenses does SPD have for each MDFT product?
‘What is the cost to obtain and maintain each? What funding
source(s) does SPD use to cover these costs/espenditures?
e With what frequency/how often does SPD use extraction tools?
2 How many times a week/for how many investigations a
weelk is it used?
£ Besides child sexual assault and child abuse investigations, what
kinds of investigations are extraction tools used for> Describe the
range of investigations and what kinds of investigations they are
‘mostly used for
& How often are extraction tools used in the field vs. at a unit work
station? Under what circumstances are they used in the field vs. at a
unit work station?
h. What does the training and certification for these estraction devices
entail?
2 How many hours of training do they receive? What does the
training cover?
Do they receive periodic updated training?
. Ts there a privacy component to the training that is specific
to the privacy isks of this tech? (tesponse to 7.2 indicates
o)
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i Inwhat contest does an officer/detective typically
ask a person for consent to access their phone?

i Atthe 5/18/22 public engagement meeting, the
SPD representative indicated that a person can
consult a lawyer before signing the form. Ts that
something the person is esplicitly informed of?

i Ts there a script that officers/detectives follow when
obtaining consent? If so, what does that script say?

iv.  What information is the phone owner provided
about how their data will be extracted and what
data? Ts the person informed both verbally and in
‘wiiting that the extraction tool will extract a full
copy of data from their device—all emails, texts,
photos, location, app data and more—swhich can
then be programmatically searched?

v, Does policy require that non-English speakers be
taken through the consent process in their native
language?

vi  Does policy permit SPD to seek consent from
‘minors to seach their device with MDFT? If so,
‘how does that process differ, if at all, from the
process used for non-minors?

j. When an officer/detective makes 2 request to a Supervisor o use 2
data extraction tool, are they required by policy to articulate
something they are specifically looking for?

k. What policies and practices and/or proceduses limit the scope of
data SPD estracts with MDFTs?

L How does SPD safeguard the data of people on the device who are
‘1ot under investigation (ie., smart phones usually contain the
private data of other people, such as location data from photos or
social media pages)?

m. What policies and practices and/or procedures minimize improper
ot inadvertent data collection?

0. Question 4.10 of the SIR asks about safeguards in place for
protecting data from unauthorized access and to provide an audit
trail. SPDS's response is not very detailed or satisfactory. What
safeguards are in place for protecting data from unauthorized access
(encryption, access control mechanisms, etc.) and to provide an
audit trail (view logging, modification logging, etc)?

©. How are device data safeguarded when the device s sent to the
vendor for extraction? How does SPD ensure that vendors
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improper/unauthorized access to device data?

p. How often is a deployment audit performed? How often is a
reqquest audit performed? When was the last time an audit was
performed for each?

Q. The SIR states: "Once the data has been estracted and provided to
the investigating detective for inclusion in the investigation file, all
data is purged from the extraction devices.” How much time is data
typically stored on an estraction device before it is downloaded to
the investigation file? Ts it immediate? Ts deletion of data on the
extraction device also immediate? Is that reflected in the training?

£ What other technologes, if any, do MDFTs interface with? What
policies, if any, limit the technologies that MDFTS interface with?

5. Who has access to the data on the extraction device? What
constitutes an “authorized user”? How many “authorized users”
‘within SPD have access to the data?

t  Who within SPD has access to the data once it has been
downloaded out of the extraction tool? How many people have
access?

v Which agencies, entities and individuals outside of SPD can SPD
share extracted data with? Ate these disclosutes documented? If so,
‘where and how?

v. What data storage, tetention and transfer/sharing safeguards in
place to protect the data?

. Are data obtained via extraction tools subject to the PRA?

IV.  Recommendations for Regulation

Pending answers to the questions above, we can make only preliminary
recommendations for regulation of Computer, Cell Phone, and Mobile
Device Extraction Tools. SPD should adopt clearer and enforceable
policies that ensure, at the minimum, the following:

© The use of consent searches of mobile devices must be prohibited.

® The plain view exception for digital searches must be abolished

® Thereis a specific and restricted purpose of use. Thete should be
‘policy defining clear limits on the use of MDFTS, including narrow
parameters for- (1) data collection (2) using MDFTS in conjunction
‘with other technology; (3) the event type ot offense type that
MDFTs ate used for.

©  There must be strong access controls (authentication, authorization,
logging, etc.) in place for licensed workstations as well as for access
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removable physical storage like 2 portable USB drive.

®  Any device data extractions must be secutely shared with third
parties and propedly deleted.

®  SPD must create and abide by robust data deletion and sealing
policies

*  SPD should disclose//record to whom and under what
circumstances extracted device data ate shared.

® There is adequate training for all personnel who use MDFTSs and
that the training includes 2 privacy component specific to the risks
inherent to using MDFTS as an investigative tool

® There must be a detailed and direct public audit log of user actions
‘within MDFT software, and these logs must be easy to understand
SPD must produce a publicly available annual audit report about its
use of the technology.

Camera Systems

1 Background

Camera systems ate a surveillance technology that enables law enforcement
to monitor and record video and the sound of people’s activities. SPD uses
their camera systems in 2 “covert” manner, 5o that those who are the target
of this surveillance (and ostensibly all others in prosimity) are unaware they
are being surreptitiously recorded. According to the STR, “these covert
cameras are disguised and used to record specific events related to an
investigation ™! They are either concealed on a person or hidden in or on
objects 1" The SIR states they are used by SPD to record activities “in plain
view” where there is no reasonable expectation of privacy, and to record
activities in a setting where a reasonable expectation of privacy exists The
SIR also indicates that SPD uses cameras “for video recording in the
presence of 2 confidential informant or undercover officer as allowed by
b

it Seattle Police Depatment, “2022 Susveillance lapact Report Camesa Systems”
Accessed May 23, 2022,
bitps:/ /s seatle gov/ documents/ Depastments/ Tech,/Prvacy/DRAFTVA20STRY20-
%420Camers®20Systems. pdf

SPD, “Camesa Systems,” 6.
5 Tt
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The use of undercover or covert cameras raises serious privacy and civil
liberties concens. Research shows that law enforcement disproportionately
target certain groups with camera surveillance, namely Black people, people
of color, young people, and people living in poverty. One study out of
Great Britain showed that Black people were surveilled at a rate one-and-4-
half to two-and-a-half times higher than their representation in the
public " In general we expect the use of camera surveillance to track or
mirror racial and socio-economic disparities in police practices more
broadly,"™ so that neighborhoods that are over-policed to begin with are
targeted for surveillance ' Covert camera systems may also be used to
surveil and ultimately chill constitutionally protected First Amendment
activities concerning religion, expression, and assembly. For example, the
SIR explicitly mentions the use of camera systems to surveil “places of
worship that have been seriously vandalized or whose congregants have
been threatened ™" Given the recent history of racialized surveillance of
Muslims and mosques under the mantle of “homeland secusity” and
“counter-terrorism,”* the use of this technology to potentially monitor
religious minorities and their communities may chill the free exercise of
religion and raise concerns about discrimination and racial profiling

The STR does not specify the vendor or product names of the camera
systems SPD uses, nor does it provide much of any detail about the
capabilities of those cameras. When asked about it at the 5/18/22 public
engagement meeting, the SPD representative stated that SPD would not
share information about vendor names because this information “could
hinder investigative efforts *!'° Without this information, it is challenging to
adequately assess all the privacy and civil libesties impacts of this
technology, and SPD’s need for it.

Camera systems vary widely in their complexity, interconnectivity, and
capability. They may be able to tlt, pan, and/or zoom. Some capture high-

14 Nossis, Clive 2ad Gary Acmsteong, CCTV an the Scial Srctuing of Surveilnc,
Routledge, 2006, p. 162.

45 Kasakove, “Seattl Bike Helmet Rule is Dropped Amid Racia Justce Concezns”
16 See, forinstance, Hitchoock, Ben, “Yon'se Being Watched: Pofce Quietly Deploy
Cames Neac Public Hovsing.” cillcom, Jaaoacy 15, 2020, https/ /s

vill com/ ore-being watched-police-qietlydeploy.camerts-neac-public-housing/ C-
VILLE Weekiy: Todd, Gracie,“Police Camesas Disproportionately Surveil Nomwhite
Aceas of DC and Baltimore, November 19,2020,

hitps:/ /casmayiand ocg/ 2020/ 1119/ police-cameras-dispropostionstely-surveil-
noerhite-sceas-of.de-snd baltimore-cos-finds/

A7 SPD, “Camera Systems,” 5.

Khan, Saher and Vignerh Ramachandsza, “Post 9/11 Surveilance Has Left s
Generstion of Muslim Americans in 2 Shadow of Distrust zad Feaz.” PRS o September
16, 2021, bttps: /v phs oxg/ newshone/nation,/ post.9-11-survedlance- has efe-
genesation-of-muslin americeas-in-a-shadow-of-distrst-tad.-feac
19 ity of Seatte IT Depastmeat, “Gronp 4 Surveilance Techaologies Public Meeting
#r
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efinition images so even small details can be detected. They can be
panoramic or otherwise wide-angle, enabling wide-atea coverage with a
single camera. They may also be remotely operated and/or have a feed that
can be monitored. Some cameras may also record at nighttime ot in low
light, and may even use infrared or heat vision for dark areas whete night
vision is not sufficient They may rely on motion sensors of are otherwise
motion-activated. SPD’s fixed location covert cameras appear to be
motion-activated, since the SR states “they are most often set to record
only when motion is detected > Camera systems may have audio
capabilites, too. According to the SIR, SPD’s covert camera systems
“capture images only, not sound, but it is not clear whether audio is a
setting that is turned off of if the cameras do not have the capability to
record sound at all. In response to a question on the SIR asking about data
retention policies, SPD writes: “Per the Washington Secretary of State’s
Law Enforcement Records Retention Schedule, investigational
conversation recordings ate retained ‘for 1 year after transcribed verbatim
and verified OR until disposition of pertinent case file, whichever is sooner,
then Destroy” (LE06-01-04 Rev. 1) This appears to contradict earlier
statements that audio is not recorded.

Some camera systems can be paired with other technologies, including
automated license plate readers (ALPRs)™ and facial recognition, ™ which
renders the technology even more invasive. However, the SIR does not
specify whether their camera systems have any of these features ot
otherwise intetface with these other technalogies.

Based on the SIR, there appear to be few barriers to SPD officers and
detectives using covert camera systems, and the few hurdles that exist are
very low. The Technical and Electronic Support Unit (TESU) manages,
maintains, deploys and/or installs the covert camera systems that SPD
uses * An SPD officer or detective that wants to use a covert camera for
their investigation must submit a request form to TESU that “outline[s] the
equipment requested and the case number” It's noteworthy thatina
different part of the SIR, it states that officers or detectives make a verbal
request to the TESU and TESU personnel will complete a form for
them ' All requests are screened by a TESU supervisor but the SIR does

SPD, “Camess Systems.” 6.
1 T

12 “Automated License Plate Readers,” ACLU, Accessed May 30, 2022,

bitps:/ s ach.org/issues  peivacy-tachnology location-tracking  sutomatic license-
plate resders

12 “Fsce Recognition Technology,” ACLU, Accessed May 30, 2022,

bitps:/ s ach.org/issues  peivacy-tachnology,/ surveilance.techaclogies  face-
recogrition-techaolog.

120 SPD, “Camesa Systems,” 7.

" Thid.. .
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not specify what that screening process entails ' In addition to the form,
to request 2 camera that will record in plain view, officers o detectives have
only to show reasonable suspicion, which is a very low bar, ostensibly
giving officers plenty of discretion to determine when, where, and against
whom to deploy cameras. SPD's decisions around whete to deploy
cameras, for example, may reflect biases that already exist about which
neighborhoods ate considered “high crime” (ie., neighborhoods that are
alteady over-policed). Tt may also open the door to a fishing expedition,
where officers aren’t looking for anything in particular but plan to deploy
cameras in the hopes of capturing criminal activity.

In general, “plain view” settings, which are an exception to the search
warrant requirement under the Washington state constitution, are not
defined in the SIR. SPD's characterization of plain view settings versus
settings where thete s a reasonable expectation privacy is vague and lacks
nuance. SPD appears to use “plain view” as a proxy for “public area”
without accounting for the multitude of scenarios in a public setting where
there s a reasonable expectation of privacy. This raises concerns that SPD
officers/detectives may be defining the plain view esception more broadly
than permitted by law, especially as applied to a very intrusive technology.

To tequest a camera that will record in places where there is a reasonable
espectation of privacy, a warzant o consent is required. The use of consent
agreement in lieu of a warrant is concerning because of the power and
information differential between police and members of the public, which
could lead to a person consenting to the use of a camera system under
duress (cesulting in coerced consent)

Moreover, with both consent agreements and the se of reasonable
suspicion, it’s unclear how the scope of data collection is narrowly tailored
to the investigation (e.g. where cameras are installed, what data they collect,
how long cameras are installed for, etc) to ensure both that more data is
not collected than necessary for the investigation, and that improper data
collection (inadvertent or otherwise) doesn’t occur (including the captute by
cameras of the activities of people who are not under investigation). In
general, it's unclear from the STR how the scope of data collection is
constrained in contexts where a watrant is not required. The SIR also does
not specify what proportion of camera use is for phin view recording
versus recording in a setting where there is a reasonable expectation of
privacy, and for the latter, what proportion of cameras are deployed on the.
basis of a watrant versus a consent agreement

17 Stcauss, “Reconstructing Consent”
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systems may be deployed for, it does not provide a comprehensive list, nor
does it specify any policies that limit use cases. Thus it unclear whether
camera systems ate used for serious offenses as well as more minor/petty
offenses (e.g. graffit, trespassing). The SIR also does not specify any
ctiteria SPD applies to determining whether hidden cameras are necessary
and appropriate in the use of an investigation. A UN Office of Drugs and
Crime report on the current practice of electronic surveillance for
investigating serious crime provides useful guidance. Interestingly, the STR
quotes from this report to extoll the benefits of cover camera
surveillance, * but does ot mention this guidance. The report states that
law enforcement’s use of electronic surveillance “should not be an
investigative tool of first resort” and that “its use should be considered
when other less intrusive means have proven ineffective or when there is
1o reasonable alternative to obtain crucial information or evidence ” Tn
particular, this teport cites to four principals or policy considerations that
should inform the decision to deploy electronic surveillance (including
hidden cameras): (1) the use of this form of data gathering is necessary to
obtain the evidence required; (2) that there are mechanisms in place to
protect the confidentiality of the information obtained, including the
privacy of third parties that are not the subject of the investigations; (3) that
the process of evidence gathering is overseen by 2 judge “or independent
other of a certain requisite and specified authority”; and (4) that the privacy
infringement is proportionate to the seriousness of the suspected offense
and the evidence that will be collected ** However, none of these principles
or policy considerations are reflected in the SIR a5 part of SPD’s calculus
for deploying covert cameras or limiting their use.

I Specfc Coneerns

. Lack of clarity about Camera System Vendor and Product
Names, and the Number of Camera Systems SPD Owns.
"The SIR does not disclose vendor or product names of the
camera systems it uses, or the number of camera systems it
owns. At the 5/18/22 public engagement meeting, the SPD
representative stated that SPD would not share information
about vendor names because this information “could hinder

12 SPD, “Camera Systems,” 5.
' Usited Nations Office on Drugs sad Crime, “Crsrent Practices i Electsonic
Sucveillnce i the Investigation of Sevions and Osganized Crime,” 2009,

bitps:/ s nods.osg/ docnments/organized-crime L
Eafoscement/ Electianis_sicveilance.pdf
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investigative efforts 7 Without this information, it is
challenging to know the capabilities of these camera systems
and comprehensively assess their impacts on privacy rights and
civil liberties, as well as SPD’s need for this technology.

b. Lack of Claity About How SPD Defines the Plain View
Exception. The SIR does not define the plain view exception
to the search warrant requirement. It appears to cast plain view
settings as a proxy for “public area” without explaining that
even in a public area, there are situations where people have a
‘reasonable epectation of privacy under the law. This is
concerning because it suggests SPD s interpreting the plain
‘view exception more broadly than permitted by the law,
especially as applied to a very intrusive technology.

¢ Legitimacy of Consent-Based Use of Covert Camera
Systems and Lack of Clarity on How Consent is Obtained.
Ttis ualikely that consent-based use of cover camera systems is
legitimately consensual given the power and information
asymmetry between police and members of the public, and
particulaly for communities that are disproportionately
surveilled and policed. There are important racial differences in
‘how individuals interact with law enforcement, and individuals
may fear that refusing to give their consent to police will lead to
deadly consequences. Additionally, the STR does not describe:
the process by which officers obtain consent from witnesses or
confidential informants. Tt is unclear if this process is
standardized and if there i a separate consent process for
confidential informants.

d. Lack of Clarity on How Many SPD Personnel Have Access
to Camera Systems and How Cameras are Secured to
Prevent Unauthorized Access. The SIR indicates that camera
systems are managed and maintained by SPD personnel within
TESU but does not specify how many SPD personnel are
trained and certified in the use of camera systems and/or
otherwise have access to them. Tt also does not provide
information about how cameras are secured to prevent
unauthorized access, especially for body-worn cameras (the
ones that can be concealed on a person), which are ostensibly

1 ity of Seattle IT Depastmeat, “Gronp 4b Survailance Techaologies Public Mesting.
iz
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azound. ‘The SIR states that “access to the systems/technology
is limited to TESU personnel via password-protected login
credentials” but that doesn't account for how cameras are
‘physically secured **

e. Lack of Clarity on Safeguards in Place for Protecting Data
from Unauthorized Access. The SIR states that for fixed
location cameras, data is stored directly on the device, and must
be returned to TESU, which extracts the data onto a thumb
dive or external hard drive and provides this copy to the
requesting Officer/Detective for inclusion in the investigation
file. The investigation file is kept on SPD’s password-protected
server which is “limited to authorized detectives and identified
‘personnel” but does not specify who qualifies as an “authorized
detective and identified personnel ” Moreover, the SIR does not
specify who has access to the data on the thumb drive o to the
investigation file, or what the access controls ate for the those.
For fixed location cameras, recorded data are stored on an
SPD-owned server and requesting officers or detectives must
log into the server to extract the data. Similaly, the SIR does
not specify who has access to the data on the server or what
access control mechanisms are in place for the data Without
adequate access control mechanism, private data are at tisk of
being improperly accessed.

£ Lack of Clarity About Data Storage and Retention. The SIR
‘provides only a vague description of how extracted data are
stored and for how long they are retained. Tt also does not

specify what policies and practices govern data storage and
retention on these mediums.

g Lack of Clarity on How Often Cameras are Deployed. The
SIR does not indicate how often camera systems are deployed,
o the proportion of camera deployments that ate concealed on
2 person versus installed in a fixed location. Tt also does not
provide information about what proportion of camerss installed
in a setting where a reasonable espectation of privacy exists are
deployed based on consent agreement versus a warrant
‘Without this information, it is difficult to adequately assess the

4 SPD, “Cameca Systems,” 11
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need for this technology.

. Lack of Clarity and Transparency on What Other Tech
Camera Systems Intecface With. The SIR does not specify
‘which other tech, if any, SPD uses in conjunction with camera
systems. Camera systems are capable of interfacing with 2 host
of other technologies, such as automated license plate readers,
facial recognition, or otherwise augmented with other forms of
artificial intelligence.

i Lack of Policy on Purpose of Use and Usage Limits. The
SIR does not explain all of the use cases for camera systems and
does not include policies placing limits on its uses.

i Scope of data collection. The SIR does not
indicate how the scope of data collection is limited,
especially in situations where the cameras are
recording in plain view and all that is needed to
deploy a camera system is reasonable suspicion,
‘which is a very low bar.

ii.  Type of offense or investigation. The SIR does
10t specify i there are limits to the type of events
(e, First Amendment protected demonstrations)
ot offenses that SPD will investigate (e g, petty

crimes like graffiti and trespassing) using camera
systems.

Tools camera systems interface with. The SR
does not specify any limitations on the technology
that camera systems can interface with.

j. Inadequate Oversight Policies. The SIR states that TESU
‘maintains logs of requests (including copies of request forms
and/or warrants) and extractions that are available for audit
However, it is unclear if SPD has measures to prevent or detect
the use of a covert camera system being used outside of the
bounds of a case or legal investigation. It's also unclear how
often audits on the use of camera systems are conducted and if

there ate any policies governing the frequency with which audits
are done.

BT, 12
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k Lack of Clarity About Disclosures to Other Agencies. The
SIR states that SPD may share data obtained from covert
camera systems with outside entities'™ but does not address
‘whether SPD maintains a record of those disclosues. Without 2
record of all disclosutes, it is impossible to know who has
received these sensitive data.

1L  Ourstanding Questions that Must be Addressed in the
Final SIR

2 What are the manufacturers, vendors, model names and
‘umbers of the fixed location camerss and body cameras?

b. The SIR states: “Covert cameras may only be
issued/deployed by TESU detectives. All TESU staff that
deplo these cameras have received vendor training in their
use.” Do the SPD personnel who request to se camera
systems from TESU for their investigation, and who
ostensibly are involved with the camera system operation,

also receive training?
. Whatis the nature of the training that TESU personnel

receive around camera systems?
i How many hours of training do they receive? What
does the training cover?
ii. Do they receive periodic updated training?
i Are they provided privacy training specific to
camera systems?
iv. Ts the training standardized and documented?

d Are camera systems capable of capturing and recording
audio?

€. How many fixed location cameras does SPD own? How
‘many are currently deployed?

£ Where are fixed location cameras deployed (Le., what
neighborhoods)?

£ Whatis the distribution of fixed location cameras actoss
these neighborhoods?

b How many fixed location cameras are currently deployed in
Tocations where there is a “reasonable expectation of
privacy”>

i Where are these deployed (e g, what neighborhoods and
blocks)?

j. Whatis the distribution of fixed location cameras across
these neighborhoods?

B Thid, 14
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ate covertly placed? Utban areas? Rural® Residential>
Tntersections? Etc.

1 How long are they typically deployed for? Days? Months?

m. How sophisticated are fized location cameras? What
capabilities do they have (e.g,, can they zoom, pan, pivot)?
Can they transmit video in real time? Ts there a feed that can
be monitored? Can the camera be remotely operated?

. How many covert body-worn cameras does SPD own?

o. Are fixed location and body cameras used in conjunction
‘with other tech?

p. What safeguards/access control mechanisms ate in place to
protect data stored on the SPD server, camera device,
investigative file or USB drive and limit access to authorized
users only?

Q. What is the data retention policy for data on these various
mediums?

£ What are the policies governing when data must be deleted
or otherwise purged from these mediums?

5. How often are audits of covert camera use conducted? Ts
there a policy governing how often audits occur?

t When was the last time a request audit and deployment
audit were conducted by APRS or OIG?

IV.  Recommendations for Regulation

Pending answers to the questions above, we can make only preliminary
recommendations for regulation of covert camera systems. SPD should

adopt clearer and enforceable policies that ensure, at the minimum, the
following:

® The names of the manufacturers, vendors, model names, and model
‘numbers are publicly disclosed.

® ‘There s a policy defining the incident types for which SPD may use
covert camera systems, and how they may be used.

®  Covert camera systems are only used with authorization of a court-
ordered warrant.

® The following ate made publicly available: The frequency with
which covert camera systems ae used; the average and median
length of time covert camera systems ate deployed; how many
camera systems SPD has; and how many people have access to the
camera systems.
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® There must be strong access controls (authentication, authorization,
logging, etc.) in place for accessing data collected via covert camera
systems, regardless of the medium they ate stored on.

® ‘There is a clear data retention policy.

*  SPD should disclose//record to whom and under what
circumstances camera system recordings are shared.

® ‘There is adequate and standardized training for all personnel who
‘use covert camera systems and the training includes a privacy
component specific to the risks inherent to using covert camera
systems as an investigative tool.

© There must be a detailed ditect audit log of user actions with covert
camera systems and SPD must produce a publicly available annual
audit report about its use of the technology.

Tracking Devices

1 Background

Tracking devices are location-tracking tools that allow SPD to track
vehicles electronically via interconnected hardware and softwate. Physical
teacking devices are placed on or in a targeted vehicle and they report
latitude and longitude coordinates on a pre-determined schedule that can be
adjusted by users remotely. SPD uses a connected online portal that collects
the information captured by the tracking device to map the locations and
movement of vehicles

Tracking devices raise setious privacy and civil liberties concerns because
they can be used to comprehensively track and plot the movements of
individual cars over time. These devices can be used to target individuals
who visit sensitive places such as places of religious worship, protests,
union halls, immigration clinics, or health centers. While SPD states that it
uses tracking devices only with a warrant or afte obtaining consent, data
collected via these devices may be combined with other SPD data and
analyzed with other invasive tools used by SPD such as GeoTime or TBM
i2 iBase that can create very detailed, personalized maps and analyses of
people’s lives—even if they are not involved in a crime or an event being
investigated

Additionally, we have concegns about whether consent-based tracking is
legitimately consensual given the power and information asymmetry
between police and members of the public, and particularly for
communities that are disproportionately surveilled and policed. There ate
important racial differences in how individuals interact with law
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undoubtedly other people of color, know that refusing to accede to the
authority of the police, and even seemingly polite requests—can have
deadly consequences.”**

1. Specific Concems

a2 Lack of Information on What Specific Tracking
Devices are Used. The public has not been provided the
‘names of the manufacturers and the specific model
‘numbers and names of the tracking devices used by SPD.
‘Without this information, i is difficult, if not impossible to
‘meaningfully review all the functions and capabilities of the
tools in use and provide recommendations on how each
tool should be regulated.

b. Lack of Clarity on Usage Limitations and Types of
Incidents for Which Tracking Devices are Used. While
the STR states that officers /detectives will provide written
consent and/or a court approved watrant for all vehicle-
tracking technology deployments, it does not describe the
incident types for which tracking devices are used.
Especially with consent-based uses of tracking devices, it is
unclear from the SIR how the use of tracking devices is
constrained (whereas a judicial warrant would articulate
formal parameters around data collection, such as time
frame). Additionally, it is unclear whether SPD has a policy
limiting the use of geolocation trackers to vehicles.

¢ Legitimacy of Consent-Based Tracking and Lack of
Clarity on How and From Whom Consent is Obtained.
Ttis unlikely that consent-based tracking is legitimately
consensual given the power and information asymmetry
between police and members of the public, and particularly
for communities that are disproportionately surveilled and
policed. There are important racial differences in how
individuals interact with law enforcement, and individuals

13 “Give this sad history, i can be presumed that at least for some persons of colos, any
police sequest for consent to sessch will be viewed as sa naequivocal demand to seasch
that is disobeyed or challenged only at significut ssk of bodiy hazm.” Stcauss, Mascy,
“Reconsteucting Conseat™ Joumnal of Crininal Las and Criminolg, vol. 92, 5. 1, 2001, pp.
242.243.
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lead to deadly consequences. Additionally, the STR does not
describe the process by which officers obtain consent from
‘witnesses or confidential informants. Tt is also unclear from
‘whom consent is being sought—the vehicle owner, driver,
and/or passengers. Lastly, it is unclear if this process is
standardized.

Lack of Clarity About Data Storage, Safeguards, and
Retention. Tt is unclear whether the data collected via the
physical tracking devices ever leaves SPD-owned
equipment The SIR states that “data is securely stored by
the vehicle tracking technology vendor and will be
transferred to the case investigator only via Seattle Police
Department owned and authorized technology. At that
time, vehicle tracking data collected by the tracking device is
downloaded from the vendor software and resides only with
the investigation file ”® Tt is unclear if the data is within
the SPD network on-premises or if it flows to a vendor
providing Softwate-as-a-Service. Additionally, the SIR does
not state if any data retention policy exists. The SIR states
that SPD deletes tracking device data from the softwaze and
hardware after the conclusion of a tracking schedule, but it
does not state how long the data are kept after being moved
to an investigation file

Lack of Clarity on if TESU Personnel Training is
Standardized and Documented. The SIR states, “TESU
personnel are trained by the vendor in the use of the
hardware and software. When an Officer/Detective
requests and deploys a tracking device from TESU, TESU
personnel train the Officer/Detective in the tracker’s use.”
Ttis unclear how the vendor trains the TESU personnel and
how consistency in this teaining is ensured

Lack of Clarity on Which SPD Personnel/Units and
‘How Many Have Access to Tracking Devices. The SIR
states “Only authorized SPD users can access the vehicle
tracking devices or the data while it resides in the system,”
that “only SPD personnel involved in the investigation have

1 Seattl Police Depactment, “2022 Survellsnce lmpact Report Tracking Devices.”
Accessed May 23, 2022,

https:/ /s sestle gov/ docruments/ Depastments  Tech /Privacy/DRAFTYi20STRY20-
*20Tsacking?20Desices pdf, 5.
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access to this information, and “[o]nly Technical and
Electronic Support Unit personnel have access to vehicle
tracking equipment and services” but it is unclear which
units and how many people in total have access to the
tracking devices

g Lack of Clarity on Frequency of Usage of Tracking
Devices. It is unclear how many cases per year use tracking

devices, how many deployments there ae per year, and the
average and median length of time tracking devices are
deployed

b Inadequate Oversight Policies. The SIR states that no
formal audits esist for tracking device deployments. Ttis
unclear if SPD has measures to prevent of detect the use of
2 tracking device being used outside of the confines of a
case or legal investigation.

i Lack of Clarity About Disclosures to Other Agencies.
The SIR states that SPD may share data obtained from
tracking devices with outside entities'™ but does not address
‘whether SPD maintains 2 record of those disclosures.
‘Without a record of all disclosures, it is impossible to know
who has received these sensitive data

Outstanding Questions that Must be Addressed in the Final

2 What are the manufacturers, vendors, model numbers, and
‘model names of the tracking devices in use by SPD?

b, Is there any policy defining the incident types for which
SPD may use tracking devices?

. Whatis the process of getting consent?

d. Ts the “online portal” hosted within the SPD network on-
premise, or is it hosted on the vendor's website?

€. Does the data collected via the tracking device ever leave
SPD-owned equipment

£ Ate the trackers placed anywhere other than a vehicle?
Ts the TESU personnel training standardized and
documented?

2
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devices?

i How many cases per year use tracking devices?

j.  How many deployments of tracking devices are there per
year?

Kk How long is the average and median length of time tracking
devices are deployed®

1 How many tracking devices does SPD have?

m. How many people have access to SPD’s location tracking
devices?

. How many times has SPD deployed a tracking device on 2
‘vehicle either ot owned by the suspect or owned by the
suspect but also frequently used by other individuals?

©. Are there measures in place that would prevent or detect
the use of a tracking device outside the confines of a case o
legal investigation?

p. Have there been any audits of SPD’s use of tracking
devices? If so, when was the last audit and where can that
audit report be found?

Recommendations for Regulation

Pending answers to the questions above, we can make only preliminary
recommendations for regulation of tracking devices. SPD should adopt
clearer and enforceable policies that ensute, at the minimun, the following:

The names of the manufacturers, vendors, model names, and model
‘numbers are publicly disclosed.

There is 2 policy defining the incident types for which SPD may use
tracking devices, and how they may be used.

Tracking devices are only used with authorization of a court-
ordered warrant.

Data collected via the tracking device never leaves SPD-owned
equipment.

The following are made publicly available: The frequency with
‘which tracking devices ae used; the average and median length of
time tracking devices are deployed; how many tracking devices SPD
has; and how many people have access to the tracking devices.
There must be strong access controls (authentication, authorization,
logging, etc.) in place tracking devices.

There is 2 clear data retention policy.

SPD must disclose/record to whom and under what circumstances
teacking device data are shared with third parties
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® There is adequate and standardized training for all personnel who
‘use tracking devices and the training includes a privacy component
specific to the risks inherent to using tracking devices as an
investigative tool.

® There must be a detailed direct audit log of user actions with
tracking devices and SPD must produce 2 publicly available annual
audit report about its use of the technology.

® There must be measues in plac to validate the accuracy of the data
collected by tracking devices.

Remotel

I Background

Remotely Operated Vehicles (ROVS) are unarmed remote controlled
vehicles with mounted cameras. Theee SPD units use ROVs: SWAT,
Arson/Bomb, and Harbor. These uits use ROV to access areas that ate
potentially dangerous for personnel to physically enter. The ROV operated
by the SWAT and Arson/Bomb units are wheeled vehicles while the ROV
operated by the Harbor unit are designed as submersible underwater
vehicles.

There aze 14 ROVs used in total

- The SWAT unit has 7 ROVs. Two are manufactured by Robotex,
four ate manufactured by Recon Robotics, and one is manufactured
by Tactical Electronics

- The Arson/Bomb unit has 5 ROVs. They are manufactured by
TeleRob, Andros, ICOR, Talon, and PointMan. Each of these
ROV has a camera which transmits back to the handheld control
it

- 'The SPD Harbor unit has 2 submersible ROV units. One unit is
‘manufactuted by Deep Ocean Engineering and has onboard video
and sonar recording capability. The other ROV is manufactured by
Seabotix and has onboard video and sonar recording capability as
well as two interchangeable remotely controlled articulated arms.

ROV pose privacy and civi liberties concerns because they may be used to
surveil members of the public via cameras and may be used to catry
weapons and deliver lethal force. Tn 2016, Dallas police officers used 2
bomb disposal remote control vehicle armed with explosives to kill 2
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man ¥ Given that SPD's ROV are equipped with cameras and remotely
controlled arms, these technologies have the potential to cause serious
harm to members of the public.

IL  Specific Concems

a. Lack of Clarity on Usage Limits. While the SIR esplains
some use cases for ROVs, it does not include specific
‘policies placing limits on its uses. For example, the STR does
not describe any policies in place prohibiting the use of
ROVs to surveil members of the public or to carry or
deploy weapons

b. Lack of Clarity on if There are Auditable Logs of the
Deployment of ROVs. The SIR does not clearly answer
what processes are required prior to each use or access to
ROVS, such as a notification, or check-in, or check-out of
the equipment 'The STR only states, “Authorized members
of the SPD SWAT;, Arson/Bomb, and Harbor units are
given training in the appropriate use and application of
these ROV ™ Lack of a check-in/check-out procedure is
concerning because there may be 1o logs that could be
audited of the deployment of the ROV,

c. Lack of Clarity on the Number of Cases for Which
ROV are Used. The SIR does not make clear for how
‘many cases per year the SWAT, Arson/Bomb, and Harbor
units use ROVS, and the average and median length of time
ROVs are deployed

d. Lack of Clarity on Whether SPD has Ever Used ROVs
to Deploy Weapons. Some ROV can support recoilless
disrupters that can shoot diverse types of projectiles which
ate intended to remotely disable an improved esplosive
device (IED), e, a bomb However, some ROV, such as
the SWORDS TALON ROV, support a diverse range of
‘weapons ™ A 12-gauge shotgun can also be mounted onto

57 Sidaes, Saca a0d Malloy Simon, “How Robet, Esplosives Took Ort Dallss Sapes in
Usprecedented Way.” CNNN, htps:/ /v can.com,/2016/07/ 12/ s/ dalla-police-robot-
c4-explosives index e

1% Sexttl Police Department, “2022 Surveilsnce lmpact Report Remoted Opecated.
Vekicles (ROV),” Accessed May 30, 2022,

e st go/ docnmeats/ D Tect /. RAFTY20SIRY:20-
*420ROV: pdf p. 6.
5 Qinstia, "Mli-Mission Explosive Ordasace Disposal Robot,”

=/ . ea/schat we-do/ servicex o products o medina-sized-
tactical.cobot
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the Pointman ROV The purpose of mounting weapons
onto ROVS would be to harm or kill humans—ot to
disable an TED. SPD uses both TALON and Pointman
ROVS and it is unclear whether SPD has ever used ROVs
to deploy weapons or if SPD has a policy prohibiting the
use of weapons with ROV,

e. Inadequate Data Storage, Safeguards, and Retention.
The SIR states that Harbor unit personnel delete the data
on the hard drives inside the ROV only periodically when
the software informs the users that it is nearing capacity !
Ttis unclear why there is no policy requiring the deletion of
recorded data from the Harbor unit's ROVs when a
deployment s finished. Tt is also unclear whether the
statement that o images or data are stored or retained by
ROVS used by SWAT and Arson/Bomb units also applies
to SPD-provided cell phones, personal cell phones, or
remote controllers and tablets that may also support
recording data

f. Lack of Clarity on if ROV Training is Standardized and
Documented. The SIR states, “Authorized members of
for the SPD SWAT, Arson/Bomb, and Harbor units are
given training in the appropriate use and application of
these ROVS. Unit commanders are tesponsible to ensuze
usage of the technology falls within the appropriate
usage ™' It is unclear if thete s a standardized and
documented training process.

g Lack of Clarity About Disclosures to Other Agencies.
The SIR states that SPD may share data obtained from
ROVS with outside entities' but does not address whether
SPD maintains a record of those disclosures. Without 2
record of all disclosures, it is impossible to know who has
received these sensitive data

1L  Ourstanding Questions that Must be Addressed in the
Final SIR

® s there any policy defining usage limits for SPD’s use of ROVs?
® s there a procedure for SPD personnel o get access to the ROVs?

494 HLS, “Pointman Tactical Robot, Sucveillsnce Systems Assist Law Enfoccement in
Usba, Secusity Ops,” Defonse Updat, 2013, Accessed Juae 1, 2022, bitps://defense-
updats.com /20130504 nextools-for-bordes-secusityhtonl

SPD, “ROVS,”S.
2 SPD, “ROVS” 6.
1 SPD, “ROVS,” 10.
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Is there an auditable log of the deployment of ROVs?
For how many cases per year does the SWAT unit use ROVs?

For how many cases per year does the Arson/Bomb unit use
ROVs?

For how many cases per year does the Harbor unit use ROVs?

Ts the training for members of the SPD SWAT, Arson/Bomb, and
‘Harbor units standardized?

Ts there a policy requiring the eletion of recorded data from the
‘Harbor unit’s ROVS when a deployment is finished?

Ts there a policy prohibiting SPD personnel from recording data
‘using SPD-provided cell phones or personal cell phones, o remote
controllers or tablets that may be connected to the ROVs
wirelessly?

‘Has SPD ever used an ROV with weapons of fot lethal force?
‘Have there been any audits of SPD's use of ROVs? If 50, when was
the last audit and where can that audit report be found?

Recommendations for Regulation

Pending answers to the questions above, we can make only preliminary
recommendations for regulation of ROVS. SPD should adopt clearer and
enforceable policies that ensue, at the minimun, the following:

There is 2 policy defining the incident types for which SPD may use
ROVS, how they may be used, and what the usage limits are.

A court ordered warrant is required to use ROV to surveil any
‘members of the public There is a prohibition on the use of ROVs
to deploy weapons.

There must be strong access controls (authentication, authorization,
logging, etc) in place for ROVs.

Any data collected via ROV that is not needed for an investigation
is deleted immediately.

Data collected via ROV never leaves SPD-owned equipment

The following are made publicly available: The frequency with
‘which ROV ae used; the average and median length of time
ROVS are deployed; and how many people have access to the
tracking devices.

SPD must disclose/record to whom and under what circumstances
ROV data are shared with third parties

There is adequate and standardized training for all personnel who

‘use ROV and the training includes a privacy component specific to
the risks inherent to using ROV as an investigative tool.
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® There must be a detailed direct audit log of user actions with ROVs
and SPD must produce a publicly available annual audit repot
about its use of the technology.

Crash Data Retrieval

1 Background

Crash Data Retrieval (CDR) tools ae used to reconstruct traffic collisions
by connecting to a vehicle’s Event Data Recorder (EDR) and translating.
the raw EDR data to a PDF format readable report. Neadly all passenger
vehicles sold in the US since 2013 have an onboard EDR, which
automatically records technical information duting a critical event such s a
collision. While the type of data collected by an EDR vasies by
manufacturer, the types of data that ate recorded include GPS, throttle,
brake pedal position, steering angle, and speed. After airbags are deployed,
these data are saved permanently and can only be accessed through the
vehicle’s onboard diagnostics port

CDR tools pose privacy and civl liberties concerns because EDRs can be
used to track people’s locations and record other sensitive information
without their knowledge. In 2011, OnStar, a company that uses EDRs to
teack vehicle location and other operational data, changed it user contract
terminology without notifying customers, in order to track people’s diving
habits and sell the information to third parties.* While the policy was
eventually reversed due to public pressute, entities such as auto insucance

companies may use increasingly powerful tracking systems to monitor
policyholders, and that data may be accessed by law enforcement.

The STR’s lack of clasity on SPD’s policies and the specific CDR tools in
use raises concetns about SPD's se of this technology.

1L Specific Concems

a. Lack of Information on What Specific CDR tools are
‘Used. The SIR does not provide the names of the
‘manufacturers and the specific model numbers and names
of the CDRs used by SPD. Without this information, it is

difficult, if not impossible, to meaningfully review all the

‘David Keavets, “OnStas Teacks Yous Cas Even When You Cancel Secvice,” Wi
2011, Accessed Jone 1, 2022, bitpsi v sised com/2011/09/ anstactcashs-yan.
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